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Welcome to Measuring Behavior 2012

We are delighted to welcome you all to the 8" Measuring Behavior conference. Building on
the format that has emerged from previous meetings, this year we have also endeavored to
bring together an international audience engaged in the development and validation of
methods for recording and understanding behavior and actions in their broadest sense. We
thank all of you for bringing your best and most exciting science.

This year sees the return of Measuring Behavior to its birth place, Utrecht. It was here, that
two visionaries, Berry Spruijt and Lucas Noldus, realized their ambition to bring together the
scientific community interested in the objective recording and interpretation of behavior.
Both remain actively involved in the further development of this field and play significant
roles in this meeting, and the scientists present here today owe them a great deal of foresight
and vision. Utrecht University with its international reputation in behavior and veterinary
science was the ideal breeding ground for the conference. The measuring of behavior has
always been an important topic in its research, and is currently reinforced in the University’s
strategic themes Life Sciences and Youth & ldentity.

Scientifically, this year’s program encapsulates the recent conceptual progress in the
development of translational tools highly relevant for medical research, combined with
technical advances in terms of hard- and software for improved recording and as a response to
the ever increasing challenges of data analyses. Encompassed are Special Sessions dedicated
to selected topics, Workshops, User Meetings, Tutorials, Demonstrations, General sessions
and Poster presentations representing the global endeavors to record, quantify and understand
behavior. Highly recommendable are also the Keynote lectures delivered by three outstanding
and highly respected speakers. Finally, we trust you will enjoy the scientific tours in the
Utrecht region and the social events, into which a lot of hard work has gone by the Local
Organizing Committee.

We hope this program caters for many of your interests and we look forward to seeing and
hearing your contributions and trust it will become a productive, exciting and memorable
conference.

Andrew Spink (Noldus Information Technology, The Netherlands)
Gernot Riedel (University of Aberdeen, United Kingdom)

Remco Veltkamp (Utrecht University, The Netherlands)

Berry Spruijt (Utrecht University, The Netherlands)

Conference Chairs
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The Measuring Behavior Conferences

Measuring Behavior is a unique conference about methods and techniques in behavioral
research. While most conferences focus on a specific domain, Measuring Behavior creates
bridges between disciplines by bringing together people who may otherwise be unlikely to
meet each other. At a Measuring Behavior meeting, you find yourself among ethologists,
behavioral ecologists, neuroscientists, experimental psychologists, human factors researchers,
movement scientists, robotics engineers, software designers, electronic engineers, human-
computer interaction specialists... to name but a few. Experience tells us that the focus on
methodological and technical themes can lead to a very productive cross-fertilization between
research fields. Crossing the boundaries between disciplines and species (from astronauts to
zebras) can be extremely inspiring.

Measuring Behavior started in 1996 as a workshop in the framework of a European research
project “Automatic Recording and Analysis of Behavior”, aimed at sharing the results of our
project with colleagues from abroad. Organized by Noldus Information Technology and
hosted by Utrecht University, Measuring Behavior 96 attracted over 150 participants. From
that modest beginning, the conference has grown to a significant international event with
several hundred delegates from thirty plus countries. We have also grown in terms of the
scientific quality of the conference, with selection of papers now being determined by a
process of independent peer-review by many hundreds of reviewers. The scientific program
committee is very grateful for all that work that many of you reading this have contributed
towards. In 2012, we return to our ‘birthplace’ and, appropriately, our first conference chair,
Prof. Berry Spruijt, is honorary chair this year.

Noldus Information Technology serves as conference organizer and main sponsor. For a small
company like ours, the conference is a major investment. We gladly do this, because we
believe that the focused attention on behavior research methods and techniques will
eventually lead to a higher demand for our solutions. To prevent commercial bias, however,
the scientific program is put together under auspices of an independent Scientific Program
Committee, consisting of international experts from a broad variety of disciplines (see the
Scientific Program Committee on page 520) and many different research groups and
companies have contributed and participated in this series of conferences.

Over the years, the conference has been hosted by a variety of universities:

Year City Conference chair - o % £
1996 Utrecht Berry Spruijt %
1998 Groningen  Jaap Koolhaas xR =
2000 Nijmegen  Alexander Cools m@'én g
2002 Amsterdam  Gerrit van der Veer Ay O v@mw =
2005 Wageningen Louise Vet . javh - el 3
2008 Maastricht ~ Harry Steinbusch o i et
2010 Eindhoven  Boris de Ruyter e A G S
2012 Utrecht Remco Veltkamp & Gernot Riedel
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In the scientific program, which is well balanced between human and animal research, you
can find a variety of formats for presentation, interaction and exchange of information. In the
past years we have seen that the special sessions (with speakers invited by session chairs)
have become more prominent, and also the Demonstration Showcase has become more
popular.

Measuring Behavior is a scientific conference, so special attention is paid to publication of the
work presented at the meeting. The format of papers in the Proceedings is always a matter of
debate, due to the different conventions of the many disciplines represented at the conference.
After trying a variety of formats over the years, we have settled on extended abstracts (1-2
pages for posters and 2-4 pages for oral presentations), and that seems to be the best
compromise between a text with enough content for both lasting value and being possible to
review and short enough so that the effort for the writers is not excessive. An important
feature of the conference Proceedings is that they are all available as open access from
measuringbehavior.org. As usual, we will be having post-conference publications as special
editions of selected journals, and we hope to be able to announce which journals are selected
during the conference itself.

Now you find yourself at the 8" Measuring Behavior conference. The organizers have done
their best to prepare an optimal mix of scientific, technical, and social ingredients. We hope
that you will find Measuring Behavior 2012 a rewarding and stimulating experience and wish
you a pleasant stay in Utrecht.

Lucas P.J.J. Noldus
Managing Director, Noldus Information Technology bv
I.noldus@noldus.nl

Andrew Spink
Chair of Scientific Program Committee, Measuring Behavior 2012
Andrew@measuringbehavior.org
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Measuring Behavior 2012:
Highlights of the scientific program

The eighth edition of Measuring Behavior covers an even wider diversity of scientific topics
than its predecessors. Within that diversity, some clear trends are visible. Tracking
technologies are becoming more important. A few years ago, video tracking dominated the
field, and although advances are being made in automatic behavior detection from video
images, the tracking itself now uses a variety of different techniques as (for instance) GPS
signals become more accurate and use lighter sensors. The rule remains that there is not much
point collecting behavioral data if you cannot analyze and interpret it, and there are papers on
analyzing both spatial data and other sorts of behavioral data. Indeed, technology and science
constantly influence each other.

Another trend over the past few years is for physiological and other sensors to be used more
and more in combination with traditional behavioral measures. New technologies enable less
intrusive and more accurate measurements, and as those measurements have become more
common, so the interpretation of them has become more reliable. As in many areas in the
field, this is one domain where insights in controlled conditions studying animal behavior
have spilled over into both studies of human behavior, and studies in less confined contexts.
As well as physiological data, signals in terms of auditory (and other) communication, the
measurement of engagement, interactions with touch screens and capturing human behavior
interacting with computers and other machines has really moved into the mainstream. Human
factor research has become such an important domain that a number of different sessions are
dedicated to it, including control of cars and planes, interaction of (and engagement with)
games, and measurement and analysis of errors in peoples’ interaction with software.

The above list of domains indicates that the proportion of behavioral measurement carried out
in purely artificial environments is increasingly small. Most of the psychological advances
presented at Measuring Behavior are experiments carried out in realistic environments, and
especially in the context of animal research, the developments of home cages has allowed for
the assessment of a much richer and natural range of behaviors (ethogram) than was present a
few years ago. The importance of the possibility of a subject displaying a natural behavioral
repertoire has become increasingly clear to researchers, and with it the necessity for good
welfare conditions (in addition to the ethical imperative). Measuring Behavior has increased
the welfare requirements for submitted papers this year and there is also a special session
devoted to this subject.

Animal research is sometimes carried out because the animals’ behavior is interesting in
itself, and at other times because it may act as a model for human behaviour or disease. In a
few cases that can best be achieved by developing new animal models (see the example of
zebra fish as they have a better developed visual than olfactory cortex, and are in this respect
a better model for human cognition than the traditional rodent models) and in some other
cases by further development of existing models to critically examine their translational value.
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Technical and methodological development critically relies on ‘hands-on’ experience, that is,
the knowledge of what each subject is capable of and how training procedures can be
implemented so that data are gathered unambiguously reporting on the research questions to
be answered. This know-how comes to a great extent from MSc or PhD students. This year,
we sought an even stronger incorporation of this group of researchers, and so we have
reduced the student registration fees, increased the number of student travel grants and
introduced a prize for the best student presentations.

Measuring Behavior 2012 uses the same presentation formats that have been built up over the
past seven conferences. In 2012, most presentations will take place in special sessions
(previously called symposia and special interest groups), in which the session chair has
invited speakers. By contract, the general sessions (full papers) and posters are submitted as
individual abstracts and clustered together by the conference organization. Tutorials are
longer presentations teaching existing techniques, and demonstrations showcase new
prototypes of software and hardware relevant to our research. The conference program is
completed by four types of events outside the scientific program; user meetings, scientific
tours, a commercial exhibition and social events.

In 2012, Measuring Behavior returns to the city and university where the conference started
16 years ago. Utrecht University is the oldest university in the country (founded 1636) and in
the Shanghai ranking comes out as the best in the country. It has an outstanding record in
behavioral research and is a very fitting location for us to return to.

Andrew Spink

Chair of Scientific Program Committee, Measuring Behavior 2012
Andrew@measuringbehavior.org

Gernot Riedel

Conference Chair, Measuring Behavior 2012
G.Riedel@abdn.ac.uk

Remco Veltkamp

Conference Chair, Measuring Behavior 2012
R.C.Veltkamp@uu.nl
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Keynote lecture

Professor Yadin Dudai

Weizmann Institute of Science, Rehovot, Israel; New York University

About the speaker

Yadin Dudai is the Sela Professor in Neurobiology at the Weizmann Institute of Science, Rehovot, Israel, the
Albert and Balanche Willner Family Global Distinguished Professor of Neuroscience, New York University. He
studied biochemistry and genetics, with supplements in modern history, at the Hebrew University in Jerusalem,
received his Ph.D. in Biophysics from the Weizmann Institute of Science, and conducted his postdoctoral
training at the California Institute of Technology, Pasadena, where he had been on the team that pioneered
neurogenetic analysis of memory. Over the years he has been a visiting Professor at many academic and
research institutions in the US and Europe. With research interests that include brain and behavioral
mechanisms of learning and memory, as well as their interaction with culture, Prof. Dudai has over 190
professional publications in the field of brain and memory, including key books in the discipline. He has been
awarded numerous honors, is a member of professional bodies in the fields of science, education, and science-
society interactions, and serves on the boards of scientific journals in the neural- and cognitive sciences. Prof.
Dudai also has professional experience in administration and R&D planning. He has held multiple posts in
public and academic life, including Advisor on Science Policy in the Prime Minister's office in Jerusalem,
member of the Granting and Planning Committee of the Israeli Council for Higher Education, member of the
Israeli and International Pugawsh group, chair of the life-sciences teaching program and of the postdoctoral
programs at the Feinberg Graduate School of the Weizmann Institute of Science, Dean of the Faculty of Biology
and Chair of the Department of Neurobiology and of the Brain Research Centers at the Weizmann Institute.
Prof. Dudai also serves as the scientific director of the Israeli Center for Research Excellence (I-CORE) in the
cognitive sciences.

The Neurobehaviorist Paradox: When Knowing More is Less

The stunning developments in molecular and cellular methodologies bring behavioral analyses of so called
“model organisms”, ranging from worms to rodents, into the toolbox of every self-respecting biology
laboratory. Yet in most cases, a dissonance is apparent between the depth of analyses of the molecular
mechanisms on the one hand and that of the behavior on the other. To this date it is not rare to encounter
reliance on a single behavioral measure as if it is a litmus test, evading the complexity underlying the behavior
in real-life. Paradoxically, however, some major findings linking molecules to behavior found their way into the
cannon of the scientific literature because the lack of detailed knowledge about the behavioral complexity
allowed the investigators to reach their conclusions. Had the behavior of model organisms been known at the
same resolution as that of the experimenter, the authors would have been much more reluctant to link identified
molecular mechanisms to distinct attributes of normal and pathological behavior. | will discuss the tension
between knowing too little and knowing too much about behavior, and illustrate how in the neuroscience, one
might wish to adhere to that level of resolution of behavior that is just useful enough to allow productivity
without sacrificing realism on the one hand but boldness on the other.
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Keynote lecture

Professor Berry M. Spruijt

Delta Phenomics, Utrecht, the Netherlands and Department of Biology, Utrecht
University, Utrecht, the Netherlands

About the speaker

Prof. Dr. B.M. Spruijt is holds a Chair in Ethology and Welfare, which involves research into the sensitivity of
reward systems and positive emotions. This research is aimed at the assessment of welfare from the perspective
of the animal. An important premis is that for the early detection or prevention of welfare problems one should
measure the animal's appraisal of its environment rather than wait until post hoc pathological symptoms of
chronic stress have been developed. The need for welfare measurement in, for instance, livestock husbandry
practices at a large scale, and the need for objective measurements inspired an already long existing interest in
automation and valorisation of ethological procedures. Furthermore, also in behavioural neuroscience,
behavioural pharmacology and toxicology an urgent need for less laborious and more reliable and reproducible
methodology exists, being more animal friendly at the same time. For rodents, a system (PhenoTyper®) has been
developed that prevents the influence of confounding factors such as the presence of human observers, transport
before the test, etc. (Spruijt and de Visser, 2006; de Visser et al., 2007, 2006). It also allows the distinct
assessment of reactions to novelty, anxiety and cognitive performance as the system is equipped with various
programmable (aversive and rewarding) stimuli to activate various behavioural systems in the home cage.

The collaboration with Noldus Information Technology (Wageningen, the Netherlands) resulted in the founding
of a company Delta Phenomics, offering contract research services for pharma, food companies and other
research institutes.

Back to the future Il - Validation of paradigms of the past and technology of the future

The first open field study for rodents was conducted 1934; the issue of what is exactly measured in such an open
field test has been addressed in the first review written in 1973[1]. In a recent review Haller & Alicki [2]
mention that the open field is still a frequently used test nowadays, despite innovative alternatives. The open
field is used for exploratory behaviour, habituation, anxiety depression, schizophrenia, but also for more
pharmacological questions. The ethogram used has always been a topic of debate. Technological innovations in
molecular biology, biochemistry electrophysiology and histochemistry have enormously facilitated the level of
resolution of independent variables, the acceleration of production of results and yielding new read out
parameters and new insights. Now, the question emerges: Are there comparable benefits from technological
innovations for behavioural science in terms of new parameters, results and insights as well? What has changed
in the course of 80 years?

The introduction of the Skinner-box with its increasingly automated electro-mechanical devices is
indistinguishable connected with the behaviouristic approach and has induced a discipline on its own already a
long time ago. According to a review of Haller and Alicki2 all innovations are mainly used by the innovators
themselves. In fact, the oldest tests are still most frequently used, almost in the same way for decades. Has it just
been a mere improvement in efficiency and costs replacing the human hand and eye by a device? This is more
than a rhetoric question.

The topic of this paper highlights the necessity to validate novel technologies in behavioural sciences, an attempt
that is hampered by the fact that the classical behavioural tests are poorly validated.

The driving force behind the use of well-known tests for studying the proximate causation of behaviour is the
scientific discipline of comparative or translational research which uses animal models for human health and
medical care. Of all 2.637.720 behavioural studies (including economics etc.) 775.662 are on human behaviour,
123.726 are on rat behaviour and 59.320 are on mouse behaviour. So by far, animal behaviour means ’rodent’
behaviour studied as model for man in neuroscience and preclinical research.
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Oversimplified ethological set ups are characteristic for laboratory tests: next to Skinner boxes, various mazes,
open field, light dark boxes, conditioned fear shock box, defensive behaviour paradigms, attention tasks, all are
classical tests. While the Skinner box is limited in its underlying assumptions resulting in conceptual constraints,
ignorance of genetically determined natural behaviours and focus on a few artificial read out parameters (nose
pokes, lever presses etc.), most other tests suffer from biased human observations and short test durations. Often,
the focus is on behaviour of individuals, mostly of the male sex. We may assume that humans may be skilled in
interpreting primate behaviour, but the nocturnal rodent who is strongly relying on olfactory senses, touch and
also sound — this is a different story. Furthermore, humans can hardly resist interpreting behaviour while
observing. For example, when the distance between two animals declines, the human observer easily scores
‘approach behaviour” as if he/she can recognize the intention of the animal.

The subjective influence of the human observer and the large inter-observer and inter-lab differences are
substantial. The ongoing debate on the fuzzy and hardly reproducible results culminated in papers in the nineties
and early 2000 when mouse mutants became available in large numbers3.

Automated methods could solve the reliability issue. But then scientists rightfully demand validation of these
methods and techniques as there is no a priori ‘intuitive’ knowledge of a specific behaviour defined by a
computer algorithm.

To understand why some tests have been successfully automated and others not one has to distinguish two types
of research question using these tests:

1. A test for addressing a straightforward question where a few behavioural read-out parameters are used
to assess dose-response relationship. Example: amphetamine induces locomotor activity. Distance
moved is then used as a litmus paper indicative for the effective dose. This approach is applied in
behavioural and safety pharmacology.

2. The same parameters in the simple test are used for the functional interpretation of a treatment. Let us
say the same test is used for the efficacy of diazepam in anxiety. Now low activity (immobility or
freezing) is assumed to be indicative of anxiety and the drug acts anxiolytic by increasing locomotor
activity.

Tests used to answer straightforward questions are not necessarily validated for functional interpretations. Thus,
the validity of a specific set up depends on the scientific question and the interpretation of behaviour depends on
the scientific context. Nonetheless, we see whole batteries of tests (mainly simple tests previously used for rats)
being used for describing the effects of a novel drug or the phenotype of unknown mouse mutants in functional
terms.

Given the broad array and the huge number of studies conducted over time using those classical tests of open
field and elevated plus maze, the need for validation seems to have faded away against the background of a
familiar and extensive mixed set of data. The interpretation of immobility in case of an anxiolytic drug action
and low activity in case of a stimulant may be acceptable when the treatment effects are well known.

The question remains: How can behaviour such as immobility be used for a biological relevant functional
interpretation of behaviour in terms of anxiety when an unknown drug or mutant mouse is studied?

The validation of innovative technology is difficult to design in a convincing way because of unclear validation
criteria. Let us consider two aspects:

First, the aim is to get rid of human (mainly visual) observations. However, there is that desired link with the
previous intuitive way of scoring and interpretation. We want a new technology to score immobility the same
way as human observers do, even when inter-observer reliability is low. We have to accept that if new
technology has to match previous methods, little will be gained. For straight forward questions such as:
amphetamine induces locomotion, previous results will be confirmed.
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Second, novel technologies allow extending the time of observation and ethograms. Novel drugs or mutations
may have all kind of effects on behaviours which have not been measured before, complicating the previously
assumed and simplified specificity.

The caveat of a more automated comprehensive approach, detecting a wider spectrum of behaviours over a
longer period of time is that it yields a complex set of data. Those numbers representing movements, velocity,
(changes in) contour of animals etc. do not have a direct intuitive representation in terms of behaviours as one is
familiar with by using classical studies. Thus, at first sight the data set might be apparently without any meaning.
This may be business as usual in other scientific disciplines where math is more generally used and accepted, but
cumbersome for behavioural scientists, who like to rely on their own way of observing animal behaviour which
leads us back to the first item.

How to get out of this vicious circle?

It requires special tools for exploring the data. Descriptive studies require special data mining tools. Hypothesis
driven studies have a priori defined parameters and those which appeared to have changed without a priori
prediction need to be explained. Since the number of parameters may be very large, an appropriate analysis and
interpretation is intriguing and challenging. Behaviour as human observers see it, always elicits associations in
terms of meaning or differences. Scepticism and doubt emerge about the meaning of those newly generated
abstract numbers. One is tempted to fall back on familiar and ‘simple’ tasks.

The user — not the observer in case of automated observations — has to rely on numbers, not knowing exactly
how these numbers are generated. Therefore, the need for proper validation is justified. But this requires an
appropriate test paradigm which allows the detection of the parameters generated by the technology. It is the
tradition and the apparent need for simplicity which have restricted the validation and use of automation and
technological innovation.

Now, automation of the measurement of parameters in classical tests focusing on individual animals in a
relatively simple environment lent itself for automation and it is there where technology found its entrance.

The advantage is mainly a matter of saving time, more precision etc. but hardly any new parameters. Distance
moved and time spent in certain areas are probably the most commonly used parameters.

For the progress of behavioural sciences in methods and paradigms we need the two available kinds of technical
innovations:

1. Statistical and methodological procedures to go beyond the mere counting of frequencies and
durations.

2. Data collection instruments by use of sensors connected to a computer.

adl) That behaviour is more than a sum of frequencies and/or duration had been noticed before: behaviour is a
stream of events organized in time and space: temporal organization or sequential organization of behaviour as is
explained in various ethological text books. Both time and space had been neglected in the most frequently used
tests. The elegant studies of Golani and Benjamini [4] show that exploration is a gradually extending patterning
of behaviours in the available space, which has to be bigger than anything regularly used in laboratories. The
analysis of the temporal organization by using transition matrices or t-patterns had also been used decades ago,
but did not evolve into a general tool. The rapid access to computer power eased the use of these methods but
even that did not yield a breakthrough of such methods. However, mainstream users sticking to classical
methods slow down the progress in this field.

ad 2) Infra-red beam devices are a simple way of monitoring activity; a kind of grid and the interruption of a
beam could allocate the animal to certain area in an open field-like apparatus. Later on, video- images were
digitized and then fed into a computer. These methods are activity based thus, quantifying a change in position
of an animal. Another set of features was added later. The animal was now not reduced to a single point such as
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for instance the centre of gravity, but the nose tail points of the animal and the contour of its periphery was used
to include more form related characteristics. The dynamic changes of the contour allowed the distinction of some
behaviours such as grooming, rearing exploration, immobility etc. The need for high throughput phenotyping
tried to take advantage of automated devices. However, well known classical tests were often just combined in a
battery of tests and therefore counteracting the initial approach.

The full potential of using technology which could bring the whole discipline of behavioural science to a higher
level requires a paradigm shift as the animals have to be provoked to display the whole potential of behaviours.
Though, technology now allows a shift in paradigms as the laborious and complex human observations can be
avoided and new parameters can be added, it requires validation of the paradigm and the technology. This is one
of the reasons for the lack of progress in using new paradigms in behavioural neuroscience.

Pharmacological validation asks for the use of reference drugs. Thus, if a new system with the capacity to
measure anxiety related behaviour is tested, the antagonistic effect of e.g., diazepam has to be demonstrated
first. In contrast, effects of diazepam are based on the limited technology one wants to improve. A new
technology might show that anxiety is more than immobility and that diazepam has more effects than
counteracting immobility. It is not easy to break through this circular reasoning, unless it’s accepted that
diazepam has more effects than previously assumed and that it is not the ultimate reference drug. For testing
anxiety, consensus on what anxiety is under certain conditions is required. Therefore, we may have to return to
and upgrade ethological concepts.

Advanced analyses have been developed and novel measuring techniques have been introduced. There is a huge
opportunity for improvement in the main stream of behavioural sciences. The strength of automated methods is
that one has to explicitly formulate the behaviours of interest before they can be translated into a computer
algorithm. A machine has the ability to perform with sustained attention and, thus, the factor time can now
really be involved in the stream of behaviours. Rhythmicity can be revealed and behaviour of nocturnal animals
can easily be monitored during the dark phase of the circadian rhythm. Surprisingly and to our disappointment,
extending the duration of testing is not really extensively used yet.

Another issue is the reproducibility. Whereas inter-observer reliability is low, a machine scores the same stream
of events almost identically to the advantage of reliability.

We have to demonstrate that new methods of observation and analysis tools catalyse the use of new paradigms
yielding more and biologically relevant information, stimulating cross fertilization between innovative
technology and expertise in behavioural sciences, an acceleration of its development is the near future. Studies
will be conducted under biologically-relevant conditions. This will yield animal models with enhanced
translational value in preclinical research, new main effects and unwanted side effects of drugs can be detected
within the same paradigm. If we accept the limitations of existing paradigms and accept that behaviour is more
complicated than previously assumed then technology may help to explore and understand behaviour in depth
and stimulate for instance drug discovery to contribute to human health.
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Intelligent Behaviour Understanding Group (iBUG), Imperial College London, London, UK

About the speaker

Maja Pantic received M.S. and PhD degrees in computer science from Delft University of Technology, the
Netherlands, in 1997 and 2001. From 2001 to 2005, she was an Assistant and then an Associate professor at
Delft University of Technology, Computer Science Department. In April 2006, she joined the Imperial College
London, Department of Computing, UK, and continued working on machine analysis of human non-verbal
behaviour and its applications to Human-Computer Interaction (HCI). In October 2010, she became Professor of
Affective & Behavioural Computing and the leader of the Intelligent Behaviour Understanding Group (iBUG) at
Imperial College London. From November 2006, she also holds an appointment as the Professor of Affective &
Behavioural Computing at the University of Twente, Computer Science Department, the Netherlands. In 2002,
for her research on Facial Information for Advanced Interface (FIFAI), she received Innovational Research
Award of Dutch Research Council as one of the 7 best young scientists in exact sciences in the Netherlands.
In 2007, for her research on Machine Analysis of Human Naturalistic Behavior (MAHNOB), she received a
European Research Council Starting Grant (ERC StG) as one of 2% best junior scientists in any research field in
Europe. She is also the Scientific Director of the large European project on Social Signal Processing.
In 2011, Prof. Pantic receivedthe BCS Roger Needham Award, awarded annually to a UK based researcher for a
distinguished research contribution in computer science within ten years of their PhD.

She is the Editor in Chief of the Image and Vision Computing Journal (IVCJ/ IMAVIS), Associate Editor of the
IEEE Transactions on Systems, Man, and Cybernetics - Part B: Cybernetics (IEEE TSMC-B), Associate Editor
of the IEEE Transactions on Pattern Analysis and Machine Intelligenve (IEEE TPAMI), and a member of the
Steering Committee of the IEEE Transactions on Affective Computing. She is a Fellow of the IEEE.

Prof. Pantic is one of the world's leading experts in the research on machine understanding of human behavior
including vision-based detection, tracking, and analysis of human behavioral cues like facial expressions and
body gestures, and multimodal analysis of human behaviors like laughter, social signals, and affective states. She
is also one of the pioneers in design and development of fully automatic, affect-sensitive human-centered
anticipatory interfaces, built for humans based on human models. She has published more than 150 technical
papers in the areas of machine analysis of facial expressions and emotions, machine analysis of human body
gestures, and human-computer interaction. Her work is widely cited and has more than 25 popular press
coverage (including New Scientist, BBC Radio, and NL TV 1 and 3). See also: http://ibug.doc.ic.ac.uk/~maja/

Machine Analysis of Facial Behaviour

Facial behaviour is our preeminent means to communicating affective and social signals. There is evidence now
that patterns of facial behaviour can also be used to identify people. This talk discusses a number of components
of human facial behavior, how they can be automatically sensed and analysed by computer, what is the past
research in the field conducted by the iBUG group at Imperial College London, and how far we are from
enabling computers to understand human facial behaviour.
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On Road Observational Survey of Seat Belt Use Among Young Drivers in Qatar
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Abstract

Traffic accidents are one of the main cause of death in modern societies. Next to circulatory diseases and cancer,
road accidents are probably the third major cause of death in the developed world [1]. Traffic accidents kill 1.2
million people every year and injure or disable as many as 50 million more. They are the second leading cause of
death globally among young people aged 5 to 29 years and the third leading cause of death among people aged
30 to 44 years [2]. In 2010, road traffic accidents were the cause of 228 people deaths and 568 major injuries in
Qatar. In October 2007, a new traffic law was implemented in the State of Qatar in order to reduce the growing
number of accidents and reckless driving in Qatar. The new law forced seat belt usage for all drivers and front-
seat passengers. The objective of the paper was to investigate the seat belt use among university students drivers
in Qatar after the implementation of the new traffic law using observational survey. Two higher educational
facilities in Qatar were selected to conduct the research. Four students pursuing an engineering degree were
trained in general traffic data collection methods and procedures and specifically on how to observe the vehicles
approaching and how to collect data in sheets prepared in a specific coded way to gather the information needed.
The trained observers stationed at four different entrances of the studied universities. The results of this study
suggest that a significant percentage of university students do not wear their seat belts and is a clear indication
that driving habits in Qatar have not improved since the implementation of the 2007 traffic law.

Introduction

Traffic accidents, one of the most important challenges of modern societies, are the third leading cause of death
in most countries. There is no doubt that traffic accidents cause social and economic problems and leave a direct
impact on people. With respect to economic problems, traffic accidents constitute a big burden on the society as
a result of loss of life, injury and disability and increase in the amount of insurance and compensations.
Although, in recent years, significant developments have been made in road safety in Qatar, and national traffic
low was implemented, traffic statistics indicate that there is increasing in accidents in Qatar. In October 2007, a
new traffic law was implemented in the State of Qatar. This law contained a package of rules and regulations in
traffic system in addition to the awareness and preventive campaigns. The new law forced seat belt usage for all
drivers and front-seat passengers. However, young drivers often do not wear seat belts. After more than four
years of the implementation of the traffic law, it was necessary to investigate the seat belt use among young
drivers. Better understanding of the behavior of young drivers is important since it will shed more light on
developing plans or strategies to improve the traffic safety of this vulnerable group in society.

Studies show that seat belts can save lives and significantly decrease motorists’ injury severity in crashes [1,8].
In 2008, 25,351 passenger vehicle occupants were killed in traffic accidents in the USA. Among these fatalities,
more than 55 percent of the occupants were unrestrained [3]. The National Highway Traffic Safety
Administration (NHTSA) estimates that an 80 percent safety belt use rate saves more than 15,000 lives per year
and an overall societal cost of 50 billion dollars in the country each year [4]. NHTSA estimated that 13,250 lives
were saved in 2008 due to the use of safety belts [5] among passenger vehicle occupants over age 4. Finally,
according to the NHTSA, seat belts are approximately 50 percent effective at preventing fatalities in car crashes
and save about 15,000 lives each year in the U.S. [6].

In order to reduce the growing number of accidents and reckless driving in Qatar, the government has introduced
new traffic laws stipulating severe penalties in October 2007. This law contained a package of rules and
regulations in traffic system in addition to the awareness and preventive campaigns. The new law forced seat belt
usage for all drivers and front-seat passengers. Children under age of 10 have also been banned from sitting in
the front seat of the car. However, young drivers often do not wear seat belts. Young drivers and students are
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known to be a problem age group for road traffic safety in several countries. Motor vehicle crashes are the
leading cause of death for US teenagers, accounting for 40% of fatalities. In a study in Colorado, a higher
proportion of young drivers were found to be involved in over-speeding, reckless driving, charged with traffic
violations, and safety belt non-use [7]. Young drivers in New Zealand contribute disproportionately to traffic
accident injuries and deaths. In 1999, the 15-24 year age group accounted for 25% of road deaths and 31% of
reported injuries [8]. The objective of the paper was to determine the seat belt use among university students
drivers using observational survey.

Survey Design and Implementation

Two higher educational facilities in Qatar; Qatar University (QU) and College of the North Atlantic (CNA) were
selected to conduct the research. These two high educational facilities were chosen due to the high number of
students (approximately 8,200 and 4,600 students respectively) compared to other higher educational facilities
such as Texas A&M University at Qatar (approximately 390 students) and Carnegie Mellon University in Qatar
(approximately 320 students).

Four students pursuing an engineering degree were trained in general traffic data collection methods and
procedures and specifically on how to observe the vehicles approaching and how to collect data in sheets
prepared in a specific coded way to gather the information needed. Each student received a day-long training
explaining the procedure and practicing on how to conduct the field data collection. Prior to conducting the
actual survey, a pilot survey was administered. The four field observers were used to conduct the survey at one
site. During the pilot survey, it was difficult to observe if drivers are wearing seat belt or not in some of vehicles
(approximately 20%) due to the vehicles speeding. Therefore, it was decided to choose new locations where
vehicles are forced to slow down. During the final survey, the trained observers stationed at four different
entrances of the studied universities. The four locations were selected carefully where vehicles had to slow down
at the speed humps located at the different entrances. This strategy allowed for easy capturing of all data needed
from all vehicles approaching as shown in Figure 1.

The data was collected for 701 student vehicles between 7:00 am and 9:00 am, at the beginning of the school day
and between 14:00 pm and 15:00 pm at the end of the school day. At the studied locations, the observers team
collected the data while the approaching vehicles slowed down to enter the gate of the university. The surveys
objective was to collect accurate and reliable data. They made the following observations: 1) whether the
vehicles is a passenger car or SUV; 2) whether the driver is wearing a seat belt or not; 3) whether front-back seat
passenger is wearing seat belts or not; 4) whether front-back seat passenger is wearing seat belts or not; 5)
gender; 6) student or adult; and race. Observations were made during daylight hours to ensure clear visibility. It
should be noted that gender and race for the driver, front-seat passenger, and back-seat passengers were
identified as part of the survey. The driver and passenger races were categorized as Arab-Qatari, Arab-Non
Qatari, Asian, and American/European. The data collected were recorded manually on paper survey forms to

Figure 1. Inspection place showing visibility of seat belt usage.
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avoid any issues related to the visibility of the screen of electronic data collection equipment under sunlight
conditions. According the observes, the manual method was effective, accurate, and allowed them to verify and
easily fix any issue at the time of data entry.

Analysis of Data

After conducting the survey, data was transferred from the field sheets to a main Excel spreadsheet by two team
members and verified for accuracy by the other two team members. The verification for accuracy was achieved
by comparing the results obtained by comparing the survey forms against the Excel spreadsheet. Three separate
worksheets were established: 1) data dictionary; 2) survey data; and 3) survey data analyzed.

Conclusions

After collecting and analyzing the survey data, it was concluded that the method used in the collection was
effective and adequate. The results of this survey provide a snapshot of seat belt use in Qatar among young
drivers. Findings of this survey indicated that nearly 57.3% of the young drivers were not wearing seat belts. The
number of male and female drivers in the random sample were 467 and 234 respectively. The paired t test, a
parametric test, was conducted to identify if there were significant differences between male and female drivers.
Using the two-tail t test, the null hypotheses was rejected at the 5% significance level, as the p value was 0.000.
The results show that male drivers have a lower seat belt use rate with 71.5% of male drivers found not wearing
seat belts compared to 29.1% of female drivers not wearing seat belts. In addition, it was found that Qatari
students have a lower seat belt use rate than other non-Qatari categories. 76.1% of Qatari drivers were found not
wearing seat belts compared to 32.9 non-Qatari not wearing seat belts (p = 0.000). Finally, vehicle type seems to
show a significant gap between unbelted and belted students. Students in SUV’s have a higher non-seat belt use
rate (65.9%) than those in other vehicle types (46.6%).

The results of this study suggest that a significant percentage of university students do not wear their seat belts
and is a clear indication that driving habits in Qatar have not improved since the implementation of the 2007
traffic law. There are no simple remedies for drivers not wearing seat belts, however, there are a variety of
countermeasures. These countermeasures include children education, driver education and awareness, legislation
and enforcement. Not using the safety belt is a behavioral issue, so educational programs targeting the change of
the all driver’s behavior will also lead to an increase in the safety use rate in the driving population. Previous
research indicated that programs designed to encourage seat belt use in young children can increase seat belt use
by the children and their parents, particularly in low income neighborhoods [9]. In addition, implementation of
more restrict regulations will be necessary. Another study showed that an increase in fine level from $25 to $60
was associated with a three to four percent increase in observed seat belt use [10].
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Abstract

The goal of this paper was to develop a method to study the driver’s lane changing behavior occurring on arterial
streets under heavy traffic volumes. This work focus on studying roadway segments with short spacing between
signalized intersections suffering from delay problems due to the lane changing behavior. The heavy delay
problems result from the through vehicles changing lanes to turn right at the downstream intersection conflicting
with side street vehicles entering from an upstream intersection and changing lanes to turn left or go through at
the downstream intersection. The method utilized video cameras and road tubes to collect the data. It was found
that this method was effective, accurate, and allowed for collecting accurate information regarding the driver’s
lane changing behavior.

Introduction

Two sites were selected for the analysis. These two sites suffer from a delay problem due to the lane changing
behavior. The first site was on State Road 421 between the 1-95 Off-Ramp and Airport Road in Port Orange,
Florida and the second site was on State Road 50 between State Road 408 Off-Ramp and Bonneville Drive in
Orlando, Florida. The two sites exist at the exit ramp of a diamond interchanges where the side street vehicles
enter the arterial street through a free right turn lane. These two sites have the following criteria: relatively short
spacing between two signalized intersections that are running in coordination; moderate to heavy road volumes;
and no driveways or median openings between the two signalized intersections. The arterial segment had two
through lanes. The downstream intersection had a left turn lane and a right turn lane. Figure 1 shows the studied
movements occurring on the two arterial segments. These movements caused heavy delay along the two
segments as shown in Figure 2.
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Figure 1. Aerial maps showing the studied movements at the two studied sites.
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Figure 2. Breakdown conditions on the two arterials.

Data Collection

Video cameras were used to collect the data. The cameras were used for two purposes. First, the cameras were
used to record the driver’s behavior. Second, the cameras were used to obtain volume counts and turning
percentages along the arterials. To be able to achieve these two goals, the cameras were positioned on a high
position (the 1-95 bridge and the SR 408 bridge) to cover the studied segments (see Figure 3). The lane changing
area was defined as the area between the end of the gore area at the first intersection to the stop bar at the second
intersection. The cameras were zoomed in to capture the movement of each vehicle within the lane changing
section. In order to determine the location where the vehicle performed the lane changing, road tubes were
placed at a 100 feet spacing starting at the gore area as shown in Figure 3. The tubes acted as distance meters. In
addition to the video, aerial photographs and detailed sketches of the two sites were obtained. These sketches
included the geometry of each site including the number of lanes, channelization, auxiliary lanes, and the
distance between the two signalized intersections. At each site, eight hours of data were collected on a normal
weekday using the video recording equipment. The time periods were selected so that two hours in the morning
period (7:00 a.m. to 9:00 p.m.), two hours in the midday period (11:00 a.m. to 1:00 p.m.), and four hours in the
evening period (2:00 p.m. to 6:00 p.m.) were observed.

The reduction of the field data involved observing the videotapes of each site. The videotapes were used to
observe the lane changing movements and also to obtain accurate counts and turning percentages along the
arterial. This method was used since it was hard to observe the lane changing and to count the vehicles in real
time at high volumes. Accuracy in video data is due mainly to the fact that the viewer is able to view the
videotape more than one time. Therefore, the viewer can concentrate on a single movement and then when
finished rewind the tape and observe a different movement. Data reduction sheets were created for each site so
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Figure 3. Video camera positioned on the bridge and road tubes placed every 100 feet along the arterial.
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that the lane changing distance and the origin-destination patterns of individual vehicles could be recorded. The
lane changing distance is defined as the distance from the gore area to the location where the vehicle crossed to
the desired lane. Videos were then watched in slow motion to verify the lane changing distance, the origin-
destination information, and the number of lane changes required to complete the movement. The origin-
destination volumes, the lane changing distances, and number of lane changes were recorded in one-minute
increments.

Analysis of Data

It was also found that there are five types of lane changing movements occurred. Type 1 and Type 2 were
originated from the mainline and attempted to reach the right turn lane at the second signalized intersection.
Type 1 vehicles had to perform one lane change in order to complete the desired lane changing maneuver. Type
2 vehicles had to perform two lane changes in order to complete the desired maneuver (change one lane to the
second through lane then a second lane change to the right turn lane). Types 3, 4, and 5 were lane changing
movements originated from the side street free right turn lane to go through or turn left at the second signalized
intersection. Type 3 vehicles had to perform one lane change in order to complete the desired lane changing
maneuver (move to the through lane). Type 4 vehicles had to perform two lane changes in order to complete the
desired lane changing maneuver (change one lane to the first through lane then a second lane change to move to
the second through lane). Type 5 vehicles had to perform three lane changes in order to complete the desired
lane changing maneuver; the first land change to move to the first through lane, the second lane change to move
to the second through lane, and the third lane change to the left turn lane.

It was found that 64% of the lane changing movements were originated from the side street and 34% was
originated from the main street. The majority of lane changing volume occurred between Type 1 (35%) and
Type 3 (40%), which accounted for 75 % of the total lane changing volume. Type 2 was the lowest lane
changing volume (1%), which indicated that most vehicles that wanted to perform the lane changing movement
from the main street preferred to change lanes to be in the outside through lane before entering the lane changing
area to minimize the number of lane changes to only one lane change. The percentage of Type 4 was 13%, which
indicated that some of the vehicles preferred to change two lanes to be in the inside through lane on the main
street. This is probably due to the impression that the inside through lane will be faster than the outside through
lane due to less distraction after the intersection. Type 5 (11%) is mainly based on the number of vehicles that
had to perform a left turn at the second intersection.

The average lane changing distance for the 4,443 vehicles tracked for each type of lane changing were
calculated. The average lane changing distance (D1) is the average of the lane changing distances required to
perform the first lane change measured from the end of the gore area (applicable to all types). The average lane
changing distance (D2) is the average of the lane changing distances required to perform the second lane change
measured from the end of D1 (applicable only to types 2, 4 and 5). The average lane changing distance (D3) is
the average lane changing distances required to perform the third lane change measured from the end of D2
(applicable only to type 5).

It was found that Type 5 has the minimum value of D1. These vehicles had to perform three lane changes and
they had to start the lane changing movement as soon as they enter from the side street to the main street. D1 for
Type 1 was also low because some of the vehicles in this type started the lane changing movement before the
end of the gore area (driving on the gore area striping). The maximum value of D1 was for Type 3 where
vehicles had to perform only one lane change. D1 for Type 2 and Type 4 were very close (157 feet and 143 feet
respectively). These two types had to perform the same number of lane changes (two) in order to complete the
desired lane changing maneuver.

A comparison of D1, D2, and D3 was done for the two studied sites. The main difference between the two sites
was the distance between the end of the gore area to the stop line at the second intersection (LG). LG for the first
site was 532 feet and for the second site was 730 feet. It was found that D1, D2, and D3 decreased dramatically
when LG decreased which indicates the great effect of the distance between the two intersections on the average
lane changing distance for the different lane changing types.
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Conclusions

This paper has examined the different lane changing movements occurring between two close-spaced
intersections for two sites in Florida. The two sites have a heavy right turn volume entering from the side street
and close-spaced intersections. The paper has also studied the breakdown conditions occurring on the two
arterial segments and caused by the lane changing movements. It was found that the breakdown conditions occur
in two cases. The first case occurred when the main street through volume was heavy with moving queues
observed extending onto the first intersection. In this case, vehicles entering from the side street could not find
adequate gaps on the main street and had to reach a complete stop waiting for a gap on the main street. In the
second case, the left turning volume at the second intersection was heavy and blocking the whole left turn lane.
Although the main street volumes were moderate and adequate gaps were available, vehicles entering from the
side street and willing to perform a left turn at the second intersection had to stop blocking the free right turn
lane and waiting for the left turning vehicles to clear.

The analysis also revealed that the lane changing distances were also affected by the distance between the two
intersections. As the spacing between the two intersections increased, the lane changing distances for all
movements increased. By increasing the distance between the two intersections, drivers will have more space
and time to adjust and to perform the lane changing movement. In addition, the lane changing distances within
the same site were affected by the number of lanes changed. If a driver wants to change three lanes, he/she will
perform the first lane change at a much shorter distance than a vehicle that wants to change only one lane. Based
on the analysis introduced in this paper, it was concluded that lane changing movements on arterial streets can
cause major delay problems streets unless adequate spacing between intersections is provided. It was found that
the data collection method utilized was effective, accurate, and allowed for collecting accurate information
regarding the driver’s lane changing behavior.
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The challenge

Is measurement of operator performance behaviour in serious games different from measurement in other
environments? A serious game can be seen as an environment in which subjects are allowed and encouraged to
play and experiment. The aim is that, by doing so, the subjects learn in an environment that changes, which is
safe, and which elicits to play again. As such the serious game can be seen as a mixture of a training
environment, a simulation and a game. For each of these domains different ways of measuring behaviour of the
human operator exist. The question is to what extent the measurement methodologies that are common for those
different domains are also applicable to the measurement of behaviour in a serious game.

Human behaviour assessment in simulator experiments

Normally when assessing operator performance or behaviour in a simulator experiment, the experiment
compares a baseline with one or more experimental conditions. From these conditions one or more hypotheses
are drawn and compared. These hypotheses may comprise aspects like improved situational awareness, decrease
of mental workload, better operator performance, increased trust or operator acceptance, etc. In order to measure
those, a number of tools exist. From that toolset a measurement battery for that particular experiment is selected.
This is approach is applicable in all kinds of simulation environments ranging from civil or military cockpit to
air traffic control environments [3, 7, 8].

Methodological Triangulation

The method “methodological triangulation” is also known as “converging evidence”. The method can be
summarised by stating that when behaviour of an operator is assessed at least one measure per main category
needs to be applied. There are three main categories (see Error! Reference source not found.), namely:

e Bio-behavioural or (objective) data (for example psychophysiological or eye tracking data);
e Performance data (for example simulator output like reaction(time) or errors made by the operator);
e  Perception or subjective data (for example questionnaires, interviews or workshop outcomes).

The reason why these three main categories are used is that each of these provides information about what has
happened during the experiments. However they do that each from their own perspective. A more complete
overview of what has truly happened develops when data from the different main categories are compared.

Bio-behavioural
measured on the subject

Perception / subjective
interpretation

Performance
reaction times or errors

Figure 1. The three main categories that need to be compared and synchronised for methodological triangulation.
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Relevant information may be missed when just one or two of the main categories are used. Hence, after
participation in an experiment a subject may say that s/he has worked hard and performed well, but are both
indeed true? The only way to be certain of that, is by checking other sources of information. Methodological
triangulation underlines that: the whole is more than the sum of its individual components.

Serious games

Serious games have an explicit and carefully thought-out educational purpose and are not intended to be played
primarily for amusement [1]. They are games that aim to teach the players competencies that are important and
relevant for their professional development. Serious games are often used in parallel with other learning tools
and environments, such as lectures, e-learning forums, and simulators. They enable a student to “‘play’ with
course material and to see for him/herself how actions that s/he takes may work out without resulting in the
consequences that may result from experimenting in real life. They range from very detailed, for part-task
training, to very global, to provide students with a good understanding of the coursework. Serious games can
even be used as an ‘umbrella’ for a complete course.

The advantage of using serious games over other learning tools is that when serious games are well-developed,
they enhance students’ motivation [4] for example because a game is fun to play as well. This increased
motivation can lead to students spending more time on the training-task and therefore to better results [6]. In fact
the game elicits them to play, and therefore learn, over and over again. A serious game is considered well-
developed when the correct balance between entertainment and education was found. Therefore, the
development of a serious game is a flexible process with many interactions between developers and potential
users to ensure the correct balance. In other words, a game that is both entertaining and ensures real impact (i.e.
transfer of learning back into the work-place).

Case studies

Two serious games are currently under development. One within the ADAHR® [5] project. This project focuses
at the foreseen increase in level of automation in future air traffic control and airport environments. Different
roles, or professions, that were identified might be influenced by increased levels of automation in 2035 and
2050. Currently games are being developed in which these new concept can be played with, and tested. There
will be two hardware based games in which simulation in realistic environments plays an important role. For a
number of relevant aspects that can not be simulated in those environments paper based games will be developed
as well. The aim of these games is to acquire better insight in the effect that these higher levels of automation
may have on human operators.

The other game is part of the MASCA? [2] project. MASCA supports management of airlines and airports in the
process of being better able to quickly and swiftly adapt to change. This change can either be induced by
authorities but also by market developments or customer requirements. MASCA will create a board, or paper
based, game. The game will support the so called collaborative decision making at airports. The players will
learn that collaboration between different stakeholders at the airport supports better and faster handing of
aircraft. Therefore it will teach them to adjust their behaviour accordingly in the future.

! ADAHR = Assessment of Degree of Automation on Human Roles (http://www.adahr.eu/ADAHR/). This project is
sponsored by the EU and EUROCONTROL in the context of SESAR. The project partners in are: National Aerospace
Laboratory of the Netherlands (NLR), Ingenieria de Sistemas para la Defensa de Espafia (Isdefe), Centro de Referencia de
Investigacion, Desarrollo e Innovacion ATM in Spain (CRIDA), Deutschen Zentrums fiir Luft- und Raumfahrt (DLR).

2 MASCA = MAnaging System Change in Aviation (http://www.masca-project.eu/). This project is sponsored by the EU.
The project partners are: National Aerospace Laboratory of the Netherlands (NLR), Trinity College Dublin (TCD), Kungliga
Tekniska Hogskolan (KTH), Scandinavian Airlines System (SAS), Swedavia, Aeroporto d'Abruzzo — Pescara, Thales, KITE.
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At the moment that this abstract is written the games and as such also the methodology for measurement of the
behaviour of the human operators who will be playing the game is under development. Therefore the results and
conclusions can not be provided here.

During the presentation

Since a serious game can be seen as kind of hybrid between simulation, game and training, aspects like: operator
state (situational awareness, workload, stress, trust, acceptance), operator performance, training competencies
that are mastered, feedback, but also relevance for the domain and to what extend the game is fun and elicits to
play it more often may need to be assessed. The tools and technologies that were considered, and the set that was
eventually selected for this measurement will be presented at Measuring Behavior 2012.
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The last decades, the concern for the impact of our mobility system on safety, environment and congestion, has
resulted in many innovations in vehicles and infrastructure. It is absolutely clear that the driver plays a crucial
role in this. Pushing the throttle, not taking sufficient distance, taking risks on the road by aggressive driving
behaviour are all factors being controlled by the driver. For that reason, engineers have tried to find innovative
solutions by giving better support to the driver. Regarding safety, still over 80 % of all accidents are caused by
human error, being primarily a result of poor recognition and inappropriate decision making. It is therefore
remarkable that the type of driver and the driver state are hardly taken into account in these systems. We may
distinguish between young drivers (responsible for 20 — 30 % of all driver deaths), elderly drivers (one out of
five being older than 65 in Japan), truck drivers (combining logistic and driving tasks), etc. The driver state
refers to mental workload experience (individual judgment of driving performance under possibly critical
conditions), driver fatigue, alertness, drowsiness, driving skills, etc. It seems obvious that better (more effective)
driver support may be obtained by adding driver state information to vehicle state data and information about
traffic and road conditions, as input to the support system. This is referred to as DSE (Driver State Estimation)
where we will emphasize on workload estimation.

The project ADVICE will take up the challenge to derive improved driver support systems, by taking driver
workload into account. In more general terms (research question), ADVICE will explore the added value of
workload estimation to interpret the actual driver ability to recognise traffic conditions and to make decisions, in
order to contribute to a more effective driver support. The Workload is estimated from the context (such as
various road characteristics, close by departure/destination etc.), from direct or indirect driver behaviour, e.g. the
steering intensity and frequency, the observed use of throttle and brakes in relationship to traffic conditions, but
also from physiological information (e.g. heart rate) and parameters describing the gain and delay of the driver
response on changes in traffic and road conditions. The required workload estimation algorithm on the basis of
driver observation can also be used to validate driver support systems in general with reference to workload, i.e.
as part of a first generation standardized validation tool. Finally, by being able to derive workload data under
varying traffic conditions, we can add information to a geographical map, to indicate locations with high
workload expectation. These correspond to potential critical spots in the road network.

ADVICE will result in the following deliverables:

e A Driver Support System (a ‘proof of principle’ for a personalised user interface, on the basis of the
monitored state (emphasis on workload, furthermore alertness, skills, ...) of the driver. Extended with
geographical information on high workload locations.

e A Driver State Validator, a first generation standardized research tool to validate Driver Support
Systems in instrumented vehicle (field-) tests and naturalistic driving studies.
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Figure 1. ADVICE system layout.

See figure 1 for a schematic layout of the proposed system. A consortium of organisations, with partners which
are well recognised authorities in their specific field, has been formed to execute this project: TomTom, Noldus
Information Technology, TNO, Delft University of Technology and the HAN University of Applied Sciences
(project- and research management). In addition, specific associated SME partners have joined the ADVICE
team, bringing in valuable knowledge and tools related to driver observation and data acquisition. Within the
consortium, the industrial partners will focus on producing feasible and practical results, whereas TNO, HAN
and Delft University will support this work through their in-depth knowledge, identification algorithms, and
validation through experiments in-door (driving simulation), out-door (instrumented vehicle, under naturalistic
conditions), software-in-the-loop and hardware-in-the-loop. ADVICE will use results of related previous projects
such as the DRIVOBS project (methods for driver observation in car simulators) and the Dutch SPITS project,
with a focus on affordable and open solutions for an Intelligent Transport System.

The presentation will focus on the need to adapt in vehicle information systems to driver state, and on foreseen
affordable methods to estimate driver state.
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Introduction

Traffic accidents are a major public health concern with 1.2 million fatalities occurring every year and with
millions more individuals getting injured [1]. More than 90% of the accidents are, at least partially, caused by the
driver [2]. Figure 1 shows the overrepresentation of younger and older drivers among these crashes. The
overrepresentation of younger drivers [1] can be explained by an increased willingness to take risk, poor
anticipation of hazards, and insufficiently learned lateral and longitudinal vehicle control [3]. Figure 1 also
shows the overrepresentation of elderly drivers which is caused by decline of cognitive and physical abilities [4]
such as visual impairment (e.g., glaucoma).

Generic predictors of crash risk exist (e.g., age, gender). However, detailed knowledge about how drivers control
their vehicle and combine various subtasks related to driving does not exist. Combining the visual scanning,
vehicle control and decision making tasks makes the driving task complex. Drivers not only control the vehicle
but also anticipate oncoming events (e.g., hazards, traffic) and combine the driving task with other tasks
(navigating, cell phone use). Driving is predominantly a visual task [6] and individual differences in visual
scanning behavior are found as a function of increasing driving experience [7], visual impairment [8] and
environmental complexities [9]. For example, novice drivers have less visual attention to latent hazards
compared to experienced drivers [10] and show visual scanning strategies that rely less on top down mechanisms
of visual attention [11].

In our research, we aim to distinguish safe from unsafe drivers based on their visual scanning behavior. In this
paper we will demonstrate two examples of visual scanning behaviors: (a) when using an in-vehicle system and
(b) when performing a highway driving task, both in a driving simulator. Using these results the differences of
drivers visual scanning in (multitask) driving and the applicability of non-intrusive eye tracker hardware in
driver behavior research will be demonstrated.
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Figure 1. Fatal accident involvement per driver 100,000 miles as a function of age [5].
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Methods

The driving simulator used in these studies is the Green Dino [12] driving simulator which is used for initial
driver training in the Netherlands. This medium fidelity, fixed-base driving simulator provides a 180 degree
horizontal field of view. A high field of view increases perceptual fidelity and is assumed to result in more
realistic scanning behavior. The simulator controls were based on controls from a real car and steering feel was
passively calibrated with respect to on-road vehicles [13]. This driving simulator has previously been used for
research of training and assessment of student drivers [14]. Head motion and gaze direction was measured in
both studies with a remote mounted eye-tracker system using infrared illumination. Cameras were mounted
outside of the visual scenery in the driving simulator and calibration took place for each individual participant.

Results

The visual scanning of novice drivers using a concurrent lane position feedback system [15] is shown in figure 2.
This feedback system allowed learner drivers to improve their lane keeping performance by using the feedback
on their momentary lateral position error presented on their vehicle dashboard. The figure shows how drivers
directed their gaze at the feedback area for longer periods of time.

In figure 3 the difference in visual scanning patterns are shown for two inexperienced drivers during a traffic-
free highway driving task. One driver showed a small variance in horizontal fixations, with most fixations aimed
at the roadway. A second driver showed large horizontal variance in fixations and shorter fixation times
indicative of increased visual scanning of the roadway and its surroundings.

Figure 2. Raw gaze data for a rural road driving task. Gaze is mainly directed to the road ahead and the swirls left and right
indicate looking into corners. Gaze pattern of a novice driver showing extensive use of an in-vehicle system (right).

Figure 3. Visualization of fixations during a highway driving task, fixation duration is indicated by the dot size. Fixation
pattern of two inexperienced drivers showing differences in visual scanning.
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Discussion

Using driving simulators and high-end eye-tracking hardware, we have shown to be able to discriminate the
differences in visual attention while using an in-vehicle system and the different fixation patterns of drivers
performing the same task, showing the variability between drivers. In future work we will relate driving
simulator measures of both the vehicle (e.g., lane position) and driver performance (e.g., steering activity) with
gaze direction based metrics (e.g., fixation patterns) and measures of driver workload (e.g., heart rate
variability). With these relations we aim to distinguish safe drivers from unsafe drivers and apply this knowledge
in driver support systems, driver training and assessment.
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Operator identification methods have been used extensively to identify pilot models while controlling aircraft
dynamics [1,4]. The current state of the art allows us to simultaneously identify the separate contributions of the
pilot’s visual system, the vestibular system and the neuromuscular system [1,2,3]. System identification was also
used successfully to observe changes in the estimated pilot model parameters due to changes in the simulator
motion cueing algorithm [5].

In this paper, the first steps are taken to bring identification in driver steering tasks up to the same level as
identification in aircraft piloting tasks. A study was performed to provide measurement data, to allow
identification of the driving behaviour in a curve negotiation task. The study aimed to separate two essential
driver control components, being:

1. preview (feedforward) control using visual information regarding the upcoming road curvature, and

2. compensatory (feedback) control to minimise lateral position and heading error.

Figure 1 shows a model adapted from [6] which shows two compensatory control loops, responding to a heading
error (y) and a lateral error (y). Also a feedforward loop is shown, responding directly to the commanded
heading ..

In a fixed base driving simulator, drivers were instructed to drive as they would normally do over a winding
road. Two separate stimuli, commonly called forcing functions, were simultaneously applied being 1) the
commanded road heading 1., and 2) a steering wheel disturbance &,4, representing disturbances due to wind and

Yo Ye— e [— ) -
wc

B K.Y, ¢ cy |2
the

Figure 1. Driver-Vehicle Model adapted from [6].
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Figure 2. Three different preview distances.

road irregularities. The application of the forcing functions allows the simultaneous identification of preview and
compensatory driver control loops. The forcing functions were defined in the frequency domain and ranged
between 0.02 and 1 Hz. To further investigate the use of preview information, the distance of the path preview
that was visible to the driver was varied. Figure 2 illustrates the three different preview conditions.

Figure 3 shows the resulting driver steering action magnitude relative to the road curvature. The feedforward
system shows an increasing gain with higher frequencies, and this behaviour almost perfectly compensates for
the vehicle characteristics which have a reduced gain for higher frequencies. The feedback system shows a more
complex behaviour resulting from combined position and heading compensation.

Results with varying preview distance show that drivers rely more on preview with increasing preview distance
and that compensatory behaviour is reduced. Although not all results were statistically significant, several
measures show that the highest performance was not reached at the maximum preview distance used in this
study (100m) but at a shorter distance of 15m. This indicates that with preview above a certain point, drivers no
longer minimize lateral error, but use the additional preview to obtain a smooth path.

The presentation will further illustrate methods and results as an example of driver (and pilot) model
identification.
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Introduction

For half a century at least, each new generation of computer chip, appearing every two years or so, has provided
twice as many transistors per unit cost (as predicted by Moore’s law [1]). Extrapolating the accelerating pace of
technological potential, logic dictates that computational devices will be tiny and powerful by the early 2020s,
giving rise to virtual-reality applications such as displays built into our eyeglasses [2]. By the 2030s, going to a
website could mean entering a totally realistic and compelling virtual environment facilitated by miniature
computers that interact with brain cells, and people will probably spend most of their time in virtual reality [3].
Although these prospects may sound farfetched, we can already see that virtual-reality-based applications are
increasingly used in such common tasks as driving. We use driving simulators for assessment, rehabilitation,
learner driver training, race-car driver training, research into safety, and for at-home entertainment and in
amusement halls.

Advantages of driving simulators
Driving simulators offer various advantages compared to real vehicles, including:

1. Controllability, reproducibility, and standardization. Behavior of virtual traffic, weather conditions,
and the road layout can be manipulated (offline or in real-time) as a function of the training needs or
research aims. Purpose-developed scenarios enable trainees to practice a large number of dedicated
maneuvers per time unit. Wassink et al. [4] describe software architecture for generating dynamic
scenarios in a driving simulator. With the aim of maximizing the effectiveness of the training, the
authors apply a metaphor from the 1998 movie The Truman Show: everything surrounding the learner
driver responds to the driver’s behavior. Using simulators, participants in different physical locations
can drive under the exact same conditions. This is beneficial for creating standardized driving tests and
reproducible research results. In contrast, the real traffic environment is largely random.

2. Ease of data collection. A driving simulator can measure performance accurately and efficiently. With a
real vehicle, it is far more cumbersome to obtain complete, synchronized, and accurate measurement
data. It is a fundamental challenge to get an accurate recording of where a real vehicle actually is in the
world. For example, in one study using an instrumented vehicle and a driving simulator, it was
impossible to determine the distance between the vehicle and a stop line on the road, while in the
simulator this information was readily available [5]. Measurement of lateral position is challenging as
well, as this requires visible lane markers while weather conditions, reflection, and shades may affect
the quality of the measurement [6]. Santos et al. [7] found that lateral position measurements of the
instrumented vehicle were of marginal quality while this information was accurate in the simulator,
leading the authors to conclude that “problems with field studies in an instrumented vehicle have been
confirmed” (p. 145). Because of the measurement capabilities of simulators, new types of behavior
analyses come within reach, such as trigonometric analysis of time-to-line crossing [8] or object
detection and hazard perception research using eye-tracking [9].

3. Possihility of encountering dangerous driving conditions without being physically at risk. Simulators
can be used to prepare trainees to handle unpredictable or safety-critical tasks that may be inappropriate
to practice on the road, such as collision avoidance or risky driving [10]. In addition, simulators make it
possible to study hazard anticipation and perception by exposing drivers to dangerous driving tasks,
which is an ethically challenging endeavor in real vehicles [9]. Flach et al. [11] stated that simulators
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“offer an opportunity to learn from mistakes in a forgiving environment” (p. 134). Allen et al. [12]
made a similar case: “Motor vehicle crashes are significantly higher among young drivers during the
first year of licensure, and crash risks decline with increased experience. [...] This produces an
interesting dilemma about how to provide young drivers with driving experience without significantly
increasing their crash risk. Driving simulation may be the solution to this dilemma.”

Novel opportunity for feedback and instruction. Simulators offer the opportunity for feedback and
instruction that is not easily achieved in real vehicles. For example, it is possible to freeze, reset, or
replay a scenario [13]. Feedback and instructions can also be delivered in other modalities besides
speech, such as visual overlays to highlight critical features in the environment.

Disadvantages of driving simulators

However, simulators have several known disadvantages and challenges, including:

1.

Limited physical, perceptual, and behavioral fidelity. Low-fidelity simulators may evoke unrealistic
driving behavior and therefore produce invalid research outcomes. Simulator fidelity is known to affect
user opinion. Participants may become demotivated by a limited-fidelity simulator and prefer a real
vehicle instead (or a more costly high-fidelity simulator for that matter). Interestingly, while safety is
often cited as an advantage of driving simulation (see above), sometimes this same feature is interpreted
as a disadvantage. For example, Képpler [14] pointed out that real danger and the real consequences of
actions do not occur in a driving simulator, giving rise to a false sense of safety, responsibility, or
competence. Simply investing resources to increase fidelity is not necessarily a desirable solution, as it
adds to the complexity of the device and might hamper experimental control. In some cases, deliberate
deviations from reality yield valid results [15][16]. Evans [17] provided an interesting thought
experiment, arguing against a blind focus on high-fidelity driving simulation: “Consider a make-believe
simulator consisting of an actual car, but with the remarkable property that after it crashes a reset button
instantly cancels all damage to people and equipment. What experiments could be performed on such
make-believe equipment that would increase our basic knowledge about driving? The answers provide
an upper limit on what might be done using improved simulators” (p. 190).

Shortage of research demonstrating validity of simulation. A growing body of evidence indicates that
driving-simulator measures are predictive for on-the-road driving performance [18]-[23]. However,
only a few studies have investigated whether skills learned in a driving simulator transfer to the road
(see [24]-[26] for a few exceptions). Note that in the field of aviation, studies on the transfer of training
are far more common [27], but even in aviation critical questions remain unanswered, for example
whether a motion base provides added value for the effectiveness of flight training [28].

Simulator discomfort, especially in older people or under demanding driving conditions. Simulator
sickness symptoms may undermine training effectiveness and negatively affect the usability of
simulators. This is a serious concern, but fortunately, useful technological and procedural guidelines are
available to alleviate it [29]. Research shows that simulator sickness is less of a problem for young
drivers [30]. Experience shows that limiting the horizontal field of view, avoiding sharp curves or stops
during driving, and using short sessions (<10 min) with sufficient rest breaks improves or even
eliminates simulator sickness.

Conclusion

Because of the increasing potential of computer technology, we foresee increasing use of driving simulation in
areas such as driver assessment, driver training, research, and entertainment. Low-cost virtual-reality
applications will come within the reach of many organizations. However, several research questions may need to
be answered before ubiquitous driving simulation becomes feasible, particularly questions related to simulator
fidelity, predictive validity of driving simulators, simulator-to-reality transfer of learning, and simulator
discomfort.
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Summary

Driver and pilot modelling has been successfully applied to unravel driver and pilot behaviour, and to design
systems optimally matching driver and pilot capacities. Modelling has been applied in particular for continuous
manual control tasks such as steering where drivers apply continuous steering actions to control vehicle heading
and lateral position. In such models the visuomotor loop describes steering wheel rotation as a function of visual
information regarding the road and the vehicle state. Some pilot models include a vestibular component which
describes how vestibularly perceived motion contributes to pilot behaviour. Interfaces such as steering wheels in
cars provide drivers with haptic (force) feedback regarding the vehicle state, and to optimally design such
interfaces neuromuscular models have been developed describing how operators use reflexes to control limb
position, force or stiffness.

This paper describes state of the art driver and pilot models and shows how the visual, vestibular, and
neuromuscular control loops have been tested and modelled. In particular it describes how multiple stimuli have
been applied simultaneously to identify operator behaviour in relatively short experiments eliciting steady state
behaviour. Human control behaviour is shown to adapt effectively and systematically to the dynamics of the
system being controlled as well as to task instructions and applied stimuli.

Methods

Driver and pilot (or operator) model identification enables the estimation of operator model parameters based on
measured operator responses to certain stimuli. Operator model identification has been successfully applied to
capture human control behaviour in continuous closed-loop tasks such as aircraft control, car following and
steering. Human control actions could be described as (linear, time-invariant) function of task-related stimuli and
perceivable responses of the controlled vehicle. Such models describe how operators dynamically control the
acceleration, velocity and position of vehicles to follow a desired path and to correct for possible disturbances.
Complex operator models have been derived simply fitting available data and/or hypothesizing plausible control
loops [9]. This paper focusses on operator models which can be uniquely identified from dedicated experiments
on individual drivers. Here unique identification refers to the possibility to uniquely derive a set of operator
parameters with good experimental reproducibility [16]. Unique identification makes operator model
identification a sensitive design tool. For proposed vehicles and user interfaces, operator behaviour can be
identified using driving or flight simulators. Comparing operator model parameters for different vehicle designs,
we can measure whether and how operators adapt their control behaviour. Effects of proposed vehicle
modifications have shown to provide valuable insight in operator behaviour, and have shown significant and
relevant changes in cases where traditional performance measures reflecting task accuracy were not significantly
changed as a result of effective adaptation by the operator

Operator models have been identified using data collected in real vehicles and in simulators (see Figure 1). To
uniquely identify the various control loops dedicated stimuli have been designed aiming to create realistic task
conditions as well as enabling unique identification. In general such stimuli are designed to be random appearing
such that operator behaviour is elicited for an unknown task rather than testing “pre-programmed” behaviour.
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Figure 1. Driving Simulator; a human operator interacts with a virtual vehicle in a virtual driving environment.
The driver receives visual task stimuli and various perturbations and driver actions and vehicle responses are recorded.

Visual stimuli primarily represent task related information, and can include desired states, actual states and
errors between desired and actual states. Simple visual stimuli such as desired heading, speed, and position can
be presented on dashboard or cockpit displays. Complex visual stimuli such as road geometry and other vehicles
are naturally available in real vehicle testing, and can be presented virtually in simulators. Obviously in
mathematical models such complex stimuli require derivation of simple variables assumed to be perceived by the
operator from the available visual information field. Such variables represent perceived ego-vehicle motion: e.g.
longitudinal and lateral position, heading and their derivatives in time, observed road geometry, and (relative)
position, velocity and heading of other vehicles. Visual stimuli are primarily applied to identify the operators
visuomotor control behaviour.

Vehicle motion stimuli can represent perturbations of the vehicle motion for instance related to wind or other
physical disturbances. Vehicle motion stimuli can be used to jointly identify the visuomotor and vestibular
control loops. As illustrated in Figure 1 a vehicle motion perturbation will be perceived visually as well
vestibularly, and hence such stimuli are not suitable to separate these two components.

Vestibular motion stimuli can be applied in simulators only. Where in actual vehicles the visual and vestibular
information regarding vehicle motion are mechanically linked, in a simulator additional perturbations can be
applied on the simulator motion without affecting the visually perceived vehicle motion. In principle this enables
separate identification of the vestibular control loop, but humans easily notice a mismatch between vestibular
and visual information, and discard apparently incongruent vestibular information.

Neuromuscular stimuli can include disturbance forces applied to steer, pedals and other interfaces. Measuring
the resulting displacement and muscular activity (EMG) we can model the human stiffness or compliance, and
estimate neuromuscular feedback delays and gains reflecting position control using muscle spindles and force
control using Golgi tendon organs [10]. Neuromuscular identification is valuable in particular for the
development of haptic (force) feedback systems supporting the driver with guiding forces, where identification
showed a systematic adaptation of neuromuscular control when haptic feedback is provided [1,3].

Results

Operator model identification methods have been used extensively to identify pilot models while controlling
aircraft dynamics [5,13]. Neuromuscular control models were already identified in the 90ties [17,18]. The
current state of the art allows us to simultaneously identify the separate contributions of the pilot’s visual system,
the vestibular system and the neuromuscular system [5,6,7]. System identification was also used successfully to
observe changes in the estimated pilot model parameters due to changes in the motion cueing algorithm [19,20].
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Neuromuscular feedback of the ankle joint while controlling a gas pedal was identified and used to design a
prototype haptic gas pedal [1,4,11,12] that has led to the marketing of the Distance Control Assist (DCA) system
available in the Nissan Infiniti in Japan and USA. With the haptic gas pedal, subjects were shown to adapt their
neuromuscular feedback strategy controlling force rather than position. In these studies, a visual control loop was
identified using the perceivable distance and relative velocity towards the lead vehicle. This visual feedback
model for car following, was also used to evaluate a visual driver support system, and showed significant
beneficial effects of a distance and acceleration display on the driver parameters [14,15].

Neuromuscular feedback of the upper extremities in car steering has been identified [2] and the use of visual
information in car steering will be illustrated in a separate presentation at measuring behaviour [8].
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Can We Trust Driver Behaviour Assessment?
Examples from Research in Simulators and in the Field

Katja Kircher, Christer Ahlstrom

The Swedish National Road and Transport Research Institute (VTI), Linkdping, Sweden

Introduction

It is very common to compare mean values of driving performance indicators (PI) like mean speed, the standard
deviation of lateral position, time headway, mean glance duration, and many more, in order to investigate
possible differences between different treatment groups. Just like all the Pls mentioned here, most of them
describe aspects of the control level of driving behaviour according to Michon’s control hierarchy [1]. When
means differ significantly between treatment groups, this is often interpreted in relation to traffic safety gains or
losses.

In this paper we are going to discuss possible pitfalls with the use and interpretation of such Pls, based on
examples from different studies. Finally, we suggest a number of possible solutions to avoid some of the issues
discussed here.

Individual differences

As people may perform differently under similar conditions, it is common to compare the mean values of groups
to find out whether the groups differ systematically in their performance. How the individuals differ within the
groups, and what the possible reasons for those differences are, is often neglected. This is illustrated with an
example from a study conducted in two different driving simulators (Figure 1). In addition to a baseline drive the
participants had to drive on a relatively curvy rural road while either performing a mostly visual, a solely
cognitive, or a mostly haptic task. They did this once under car-following and once under free driving
conditions. The additional tasks were presented on three different levels of difficulty. The participants were
instructed to complete those tasks as best they could, while still having in mind that they were driving, that is, the
main focus was directed at the additional task [2].

Several aspects can be noticed by taking a closer look at Error! Reference source not found., which shows the
time in seconds a driver spent with at least two wheels in the oncoming lane. The total time driven per condition
was 30 s. The thin lines stem from individual drivers. Especially for the visual condition it is noticeable how
much the values vary between participants. What is more interesting, they do not only vary in a quantitative
manner, with one participant getting into the oncoming traffic more than the other, but also in a qualitative
manner. Except for the visual condition, most participants do not leave their lane at all, or for less than 2 s, as
can be deducted from the median values. Some other participants, however, drive with at least two wheels in the
oncoming lane for a third of the time or more. This may be interpreted as some participants losing control, or
consciously accepting a drift into the oncoming lane, while others manage to keep the vehicle within the lane
boundaries. With those data and interpretations as background, it does not seem meaningful to analyse mean
values for Pls like this one. Instead it might be much more educative to investigate the underlying factors that
might lead to the quantitatively different individual results.

Systematic differences

Especially when comparing the results from different studies, systematic differences between those studies can
influence the results in unforeseen ways. These differences can for example be coupled to participant selection,
the test bed in use, or the way the Pl was computed.

It has already been indicated by Greenberg et al. [3] that motion cueing may have a strong impact on lateral

driving Pls when disturbances, like the execution of additional tasks, are present. A number of further studies
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Figure 1. Individual, mean (solid lines) and median (dashed lines) lane departure time results (in s) for driving without
(upper row) or with (lower row) a lead vehicle under baseline conditions, or with a visual, cognitive or haptic additional task
(from left to right) in a high fidelity moving base simulator (red) or a static simulator (blue).

corroborate the fact that the type of motion cueing influences results [4,5,6]. Therefore, when comparing results
between different simulators it has to be kept in mind that the measured Pis are not necessarily directly
comparable.

Participant recruitment is another factor that may influence results. It is not uncommon that universities recruit
participants amongst students, as this is convenient. In the study mentioned above, the participants who drove in
the moving base simulator were recruited from the general public, whereas the participants for the fixed base
simulator were recruited from engineers who were employed at the company running the study. The participants
had also been asked to perform the additional tasks while standing still, that is, in this condition the additional
task was the only task performed, so simulator differences were eliminated. For all three modalities tested, the
engineers clearly and significantly outperformed the members of the general public. This difference in
performance between groups in the additional task may have had a systematic impact on the capability to
perform the driving task, such that studies with different types of participants may lead to qualitatively or
quantitatively differing results.

Furthermore, a Pl used in different studies under the same name can be computed in different ways. To illustrate
this, we focus on the window size that is used to compute the Pl “standard deviation of steering wheel angle”, an
indication of how variably the driver turns the steering wheel over a certain period of time. The data used in the
example stem from a field study, in which the drivers used an experimental car as their own during the period of
a month [7] . With the help of the distraction detection algorithm AttenD, which uses eye tracking data as input,
the drivers were classified as either distracted or attentive for certain time windows [8,9]. Depending on the time
window used to compute the “standard deviation of steering wheel angle” there was either no significant
difference or there was a significant difference between distracted and attentive drivers (Error! Reference
source not found.). Relating back to what was discussed above, the graph containing the standard deviation of
the PI in the right part of Error! Reference source not found. illustrates once more how wide the behavioural
range is within each group, in spite of the significant differences in mean values for some of the window sizes.
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Figure 2. The PI “standard deviation of steering wheel angle” computed for data logged in the field for window sizes
between 1 s and 40 s. In the graph on the left the mean with its 95 % confidence interval and in the graph on the left the
mean with one standard deviation is shown.

What do performance indicators really indicate?

When it is found that on average the standard deviation of lateral position (SDLP), that is, how much a vehicle
sways around its medium lateral position in the lane, increased with, say, 12 cm, what does this tell us?
Obviously, the trajectory of the vehicle is somewhat less straight. Can this be linked directly to a safety hazard,
though? We argue that more information is necessary before such an interpretation can be made. We would need
to know, for example, whether the vehicle actually leaves the lane, whether other traffic is present, whether the
other traffic comes dangerously close due to the increased swaying, whether the driver is aware of the increased
swaying, whether he accepts it in the situation at hand, and so on.

Any difference in means can become significant when enough participants are used, such that the size of the
measured effect plays an important role. In addition to the purely statistical effect size, which tells us how much
the mean values differ in relation to the standard deviation within the population, the “practical effect size”
should be considered as well. As mentioned in the example above, which practical implications does an
increased SDLP have for safety, road construction, etc.? On a wide and straight road, with an average lateral
position in the middle of the lane, the 12 cm increase may not have any safety implications at all. On a narrow
road, however, this could mean the difference between crossing over into the oncoming lane or not. Then again,
a driver may use the oncoming lane on purpose, when cutting the curves on a rural road. Obviously, the driver
would not do so when oncoming traffic was present, such that an increased SDLP as a consequence of
intentional behaviour does not need to be correlated to changes in the level of traffic safety at all.

Possible solutions?

It is very difficult to link this kind of Pls to actual crashes. A large-scale attempt will be made during the SHRP
Il programme, with 2000 instrumented vehicles and an even higher number of drivers. However, even studies of
that scale will not be able to answer all the questions of what changes in driving behaviour related Pls really
mean. Therefore we suggest a number of pragmatic measures to enhance the safety related validity of Pls used in
studies.

Instead of mainly using Pls that describe the control level of driving behaviour, it is suggested to develop
indicators that describe the tactical level. These are expected to be easier to understand and interpret. It is also
assumed that the tactical level is affected by external factors sooner than the control level is, which would make
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such Pls more sensitive. A drawback is the fact that tactical PIs may have to be adapted to the present situation
much more, which makes them harder to standardise for comparisons between studies.

Pls should have a link to violations or other behaviour that already has been linked to an increased risk in traffic.
Of course, Pls can also be used to estimate efficiency or other aspects of the traffic system, but then a link to
those concepts should be documented.

In order to incorporate the qualitative/quantitative aspect of behavioural differences it may be meaningful not
only to evaluate the difference in mean values between groups, but to focus on the percentage of drivers who are
able to perform a task within given boundaries, for example, to send an sms within a certain amount of time
while remaining within one’s lane and within a certain speed interval.
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Home-cage Automated Cognitive Phenotyping in Mice
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Department of Neuroscience and Brain Technologies, Istituto Italiano di Tecnologia, Genova, Italy. valter.tucci@iit.it

Mouse mutant lines constitute promising translational models to investigate mental illness and to develop new
therapeutic approaches. As advances in mouse genetics technology allow to engineer mouse models carrying
complex genetic variants, there are now several large-scale projects, world-wide, to create collections of mouse
mutants based on relevant phenotypic data [1-5].

However, the vast repertoire of mouse models is not currently paralleled by a correspondingly rich set of
phenotyping methods. A “phenotype” can be defined as any functional or anatomical expression of the
organism’s genotype and its interactions with the environment. Phenotypic assessment is required to build any
link between genes and mental functions, but classical research on mental health using rodent models has mainly
relied on coarse assessments (such as rudimentary behavioral analyses), which have limited translational value.

Moreover, while most biological sciences are progressing towards a holistic approach to investigate the
complexity of organisms (i.e., “systems biology” approach), mouse functional genomics has embraced a more
reductionist strategy that focuses on intermediate phenotypes (endophenotypes) [6]. The investigation of single
endophenotypes has been a powerful approach in mouse genetics but, in many cases, it was not followed by a
better understanding of human disease susceptibility [7, 8]. The reason for this poor translational result is that the
genetic analysis of mouse phenotyping does not necessarily rely on an increase of isolated behavioral analyses.
Instead, the success of large-scale genetic investigations by using laboratory animals very much depends on the
ability: (i) to integrate meaningful and multi-dimensional comparable traits; (ii) to monitor time-variable
phenotypes; (iii) to develop novel technologies that detect and analyze phenotypes in home-cage environment. In
addition, phenotypic data must become easily accessible for the whole scientific community [9] to promote the
continuous integration with new scientific information.

Thus there is an urgent need for new investments in basic and integrated robust phenotyping technologies [10].

Here | will present a series of behavioural/cognitive measures in mice that were derived with automated
behavioural protocols. Mice were subjected to a long-term investigation in their home-cage environment. A
novel operant wall was installed in regular mouse cages. The wall is equipped with two lateral hoppers which are
connected to pellet dispensers and one central hopper that is used by the mouse to self-initiate the trial. All
animals were trained on a timing task that required them to judge when to switch from one feeder to another for
reward maximization [11]. In a given trial, reward could occur at one of the two feeding locations with some
predetermined probability and after different corresponding latencies. The optimal performance in this task
requires animals to have an accurate representation of time intervals (i.e., short and long intervals), the
endogenous uncertainty about these intervals, and the exogenous uncertainty (i.e., probability of reward
occurring at two different locations). We have also introduced long and short probe trials with different
probabilities.

After a standard training, all mice were subjected to three experimental phases starting with ratio 1:2 (3 s vs. 6 s).
In each phase we introduced probe (not rewarded) trials, with different probabilities, to test the endogenous
uncertainty according to risk exogenous assessment. During the first experimental phase (Exp. 1) short probe
(Sp) and long probe (L) trials were introduced with the same conditional probabilities, P(Sy|S) = P(L,|L) = 0.2.
In the second experimental phase (Exp. 2) P(SyS) = 0.5 and P(Ly|L) =0.2, and vice versa for the third one.
Furthermore, the analysis of the probe trials along the experimental phases allows to understand and quantify the
mice perception of the changes in the exogenous assessment.

The analysis of timing behaviors across different experiments and across 24 hours has shown significant
circadian effects on some behavioral measures. Moreover, we present evidence that daily variations in
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behavioral performance correlate with circadian-sleep processes. In particular, when the pressure of sleep is
thought to increase, the behavioral performance decreases.

Comprehensive phenotyping of thousands of mutant mouse strains (i.e., across mouse genetics consortia around
the world) will provide an unprecedented volume of data in the future. Current bioinformatic tools, such as
ontologies [12-15], are designed to provide a repository for multimodal data but are not well-suited for integrated
analyses between genome and detailed and dynamic phenome information. In this project we will investigate, by
means of our multi-dimensional experiments, novel computational strategies to investigate the link between
genotypes and phenotypes by considering new factors, i.e., time-changing variables.

Through the symposium we will discuss the advantages and the current challenges of realizing fully automated
systems for behavioral screens in mice.
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Introduction

A number of different Home-Cage activity systems have been developed in order to assess the behaviour of
mice. Automated home-cage activity systems enable the establishment of continuous and long-term monitoring
of locomotor activity, feeding behaviour and circadian rhythmicity in rodents [1-4]. They allow a handling free
assessment of drug and behavioural effects in a longitudinal design.

Aim

The main aim of this present study was to evaluate the performance of transgenic and pharmacologically treated
mice in two variants of home-cage activity systems, allowing us to perform a comparison of the behavioural
setups.

Methods

Two variants of home-cage activity observation systems were used in this study: 1) the PhenoMaster (TSE
Systems, Bad Homburg, Germany) and 2) the PhenoTyper (Noldus IT, Wageningen, The Netherlands). In both
tests, animals were singly housed and subjected to a 12 hour light/dark cycle (lights on @ 7am, temperature 23
2°C, relative humidity of 40 — 60 %) with free access to food and water. All experiments being performed in
accordance with Home Office regulations. Mice were placed into the cages and given 2 days of habituation
before assessment of circadian/ultradian activity over continuous day-night cycles.

1. The PhenoTyper is a video-based observation system for long-term continuous assessment of
behavioural activity in mice via a built-in digital infrared sensitive video camera and infrared light
sources in a top unit of each cage. The body-centered recording of the animal (EthoVision 3.1) was
sampled at 12.2 Hz. Data was stored online and calculated for parameters including: i) total locomotion
during day and night cycles; ii) time spent in the food zone (area in front of the feeder) and iii) time
spent in the water zone (area in front of the water bottle).

2. The PhenoMaster system consists of a test cage (42 x 26.5 x15 cm) positioned in a metal frame
containing regular infrared beams in both X and Z coordinates at a distance of 3 cm and at a rate of
100Hz. These enable the continuous recording of exploratory activity over long time periods. Cage lids
were fitted with two weight transducers supporting a feeder and a water bottle allowing an automated
measurement of food and water intake. All data was stored online and parameters calculated included: i)
daily food consumption; ii) daily water consumption and iii) total distance moved in day and night
cycles.

Two different studies were employed: i) Evaluation of the cannabinoid antagonist AM251 as a possible
treatment for obesity and ii) Behavioural phenotyping of a mouse model of Rett Syndrome.

i) C57BL6 mice (25-30g) were used in this study to assess the effect of the CB1 antagonist AM251 on
body weight and feeding behaviour. Mice were matched for body weight prior to an intraperitoneal
injection of either AM251 (10 mg/kg) or vehicle (Tween 80) 1-2 hours before the start of the dark phase
of testing. In addition to the parameters measured by the activity cages the body weight of each mouse
and weight of food hopper (food intake) and water bottle (water intake) were recorded.
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i) Female mice in which the endogenous Mecp2 gene was silenced by insertion of a targeted lox stop
cassette (Mecp2°'®) were crossed with males hemizygous for the CreESR transgene [5]. For the
purpose of this study only heterozygous Mecp2 S°* females without the cre-ER transgene and wild-
type (WT) littermates were used and were aged 10 — 12 months at the start of testing. Mice were
assessed in the PhenoMaster and PhenoTyper for a period of 5 days in order to evaluate locomotor
activity, circadian activity and food/water intake.

Results

i) Acute treatment with AM251 in both the PhenoMaster and PhenoTyper induced a suppression of food intake
and a reduction in body weight compared to vehicle treated mice. AM251 treated animals spent less time in the
food zone of the PhenoTyper and displayed a significant reduction in food consumption in the PhenoMaster. In
addition to AM251 induced effects on feeding behaviour a reduction in locomotor activity was also evident in
the activity cages although this was only apparent for the initial few hours of the dark phase.

i) Mecp2 SP* mice displayed a significant reduction in overall locomotor activity compared to WT’s in both the
PhenoMaster and PhenoTyper. The differences in activity were particularly evident for the nocturnal dark
phases of testing with little to no difference apparent during the light phases. In both home cage activity systems
the Mecp2°®* mice displayed normal circadian rhythm with both genotypes displaying elevated locomotor
activity during the dark hours and were less active during the light phase. In addition to differences in
locomotion a significant alteration in feeding behaviour was also observed with Mecp2 S®* mice presenting
with an increased body weight compared to WT’s, along with enhanced food consumption in the PhenoMaster
and time spent in food zone in the PhenoTyper.

Conclusions

These findings suggest that the home cage activity observation systems * PhenoTyper’ and ‘PhenoMaster’ are
sensitive and effective at determining drug induced changes in feeding behaviour and in the validation of the
locomotor phenotype evident with a mouse model of Rett syndrome. Replication of behavioural observations in
two different recording environments supports the quality of the equipment and the reliability of the phenotype.
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Introduction

In the past decades technological innovations in many scientific fields, such as molecular biology, biochemistry
electrophysiology and histochemistry have facilitated enormously the degree of resolution of independent
variables, in addition to accelerating the production of results and read-out parameters. Consequently, this has
resulted in new scientific insights. Similarly, a lot of technological innovations have been introduced in studies
on (animal) behaviour. The question emerges, however, whether behavioural science has benefited accordingly
in terms of generating new parameters, results and insights. We will address this question by applying a SWOT-
analysis to discuss the strengths, weaknesses, opportunities and threats of technological innovations that have
culminated in the development of automated (high-throughput) home cage systems.

Strengths

Several software packages that enable automating behavioural experiments are commercially available. Among
the largest manufacturers are TSE, CleverSys, ANY-maze, Biobserve and Noldus IT. These manufacturers have
in common that they are involved in the development of both software and hardware to automate behavioural
experiments. Most of them provide their own high throughput home cage system, such as e.g. PhenoMaster
(TSE), HomeCage Plus (Biobserve) and PhenoTyper (Noldus IT). Although these systems and/or software each
have their own advantages and disadvantages, they have several strong points in common:

e They facilitate the automation of almost all so-called standard behavioural tests, like Open Field,
Elevated Plus Maze, Radial Maze, Morris Water Maze, etc.

e The time needed to carry out an experiment is largely reduced.

e They offer more accurate measurements compared to human observations, since a computer is not that
easily distracted and/or fatigued.

e They yield a higher reproducibility, because a computer will “observe” the same stream of events in an
identical manner.

When it comes to the home cage systems, another strong point of automating behavioural measurements is that
the factor time can really be involved, since a computerized system is able to observe 24 hours a day, 7 days a
week. Another advantage is that with automated home cage observations the handling and transport of animals
from the home cage to the test apparatus becomes redundant, which results in a smaller influence of variation
caused by human intervention.

Weaknesses

The focus on automating behavioural experiments is mainly on increasing efficacy and therefore saving time.
Hardly any new parameters have been developed. Furthermore, little effort has been made to prolong the time an
animal is observed. An automated elevated plus maze test is still run for only 10 minutes rather than measuring
for a longer period. Other weaknesses we would like to point out are:
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e Instead of observing the animals directly, the experimenter is transformed into a user of a computer
application. He or she has to rely on numbers without exactly knowing how they were produced.

e Increased dependence on computer hard- and software. If the computer and/or software malfunction,
more and more users will not know how to carry out the experiment.

e The data obtained with a computer can still be “noisy” data that needs to be filtered. Large mistakes,
like a disturbance of the experimental setting, will probably be detected, but many smaller mistakes are
most likely not. Even a computer can make mistakes by tracking/following something else than the
animal.

e Manufacturers of soft- and hardware tend to predetermine how a certain experiment should be carried
out, whereas it could be the other way around.

Opportunities

By taking innovation a step further, it will be possible to test animals using a much more ethological approach.
For example, by combining transponder technology with video-tracking it will be possible to test a single animal
even when it is group-housed, while at the same time determine what other animals in the group are doing at that
particular time point. Other opportunities are:

e Enlarging the cage (instead of reducing it) to allow for an integrative measurement of behaviour, that
can easily be acquired using dedicated computer software.

e Making use of cleverly designed analytical tools, like the ones created by Golani and colleagues
(Golani, Benjamini et al. 1993; Drai, Benjamini et al. 2000; Drai, Kafkafi et al. 2001).

e Collecting vast amounts of data, that facilitates the development of new variables and endpoints.

Threats

The long history of classical methods has yielded an intuitive consensus, be it only superficial, that it is not
necessary to describe the used ethograms in detail and that just a simple reference to a previous paper is
sufficient. Everybody assumes that behaviours such as freezing, immobility etc. seen in an open field are similar
to what one is accustomed to see. This is only based on a kind of historically developed intuition. But when
automated methods are introduced, scientists demand validation due to the absence of this intuition as there is no
a priory conception of computer-used algorithms for a specific behaviour.

The caveat of a more comprehensive approach and a wider spectrum of behavioural elements over a longer
period of time is that it yields a complex set of data, especially when technical devices are used which collect
data at a high frequency rate. The numbers representing movements, velocity, contour of animals etc. do not
have a direct familiar representation in terms of behaviours as one has been familiarized with through the use
classical studies. Thus, the data set is at first sight without any meaning. This may be business as usually in other
disciplines where math is more generally used and accepted. This is cumbersome however for behavioural
scientists who rely on their own way of observing animal behaviour.

Moreover, the analysis requires special tools for exploring the data. When the study is descriptive in nature,
special data mining tools are required. When the study is hypothesis driven, the parameters a priori defined and
those which appeared to have changed without an a priori prediction need to be tested. Since the number of
parameters may be large, the appropriate analysis and interpretation can be challenging and difficult.

The problem is that behaviour, when observed by humans, elicits associations in terms of meaning or
differences. Without human observations, scepticism and doubt emerge about the meaning of abstract numbers.
In that case, one is tempted to fall back on familiar and easier behavioural tasks.
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So far, technological innovations have given us the opportunity to increase the efficiency by doing more
experiments in the same time. However, they have not yielded an increase in the number of variables/endpoints
when the data is analysed. If the scientific community can make a distinction between the validation of a
paradigm and technological validation, data analysis could benefit from innovation as well. Here, we will present
data to illustrate this.
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Introduction

Increasingly sophisticated and efficient methods of mutagenesis produce an exploding number of genetically
modified mouse lines, many of which are inducible or pharmacologically controllable. Additional models are
produced using viral vectors and RNA interference techniques. Because many of these mouse models address
questions related to nervous system function and disease, there is a large demand for comprehensive behavioral
phenotyping of genetically modified mouse lines. During the past 25 years our laboratory has been involved in
the behavioral phenotyping of >11,000 mice and >130 different mutations. Traditional behavioral tests for mice
are inefficient, labor intensive, and often difficult to interpret because they were originally developed and
validated for rats. Traditional tests typically involve social isolation, sensory deprivation, exposure to unfamiliar
apparatus, and repeated handling by humans. The resulting stress responses introduce artifacts and reduce test
reliability. A new approach with the potential to eliminate most of these problems is to automate behavioral
experiments and to run them in the home cage of the animals. Home cage behavior can be monitored
continuously over extended periods of time, whereas observation times of traditional tests are typically short,
often too short. Several systems permitting to test mouse behavior in the home cage have appeared on the market
in recent years. The IntelliCage (IC), used by my lab since 5 years, is peculiar in the sense that it permits to
phenotype mice in a social home cage setting. As shown in Figure 1, IC is a large home cage designed for 10-16
mice with four computer-controlled learning corners that provide space for one mouse at a time and contain two
drinking bottles each. Water access can be blocked by motorized doors that open in response to nosepokes.
Because the mice carry RFID tags, all corner visits, nosepokes and licking events can be attributed to individual
mice. Each corner can present light stimuli, deliver air puffs as punishment, and is fully programmable as an
operant conditioning chamber.

drinking food
bottles delivery controller

i " door
learning space for
corner 16 mice RFID antenna

Figure 1. The IntelliCage apparatus.
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Spontaneous behavior

While many specialized protocols have been developed for IntelliCage to test learning and memory, attention,
impulsivity and emotional responses (see below), all mice begin testing with about one week of free adaptation,
during which all water bottles are freely accessible at all times. Spontaneous corner visits, nosepoking patterns
and licking activity are monitored 24/7 during this phase. Since the IC system was last presented at the
Measuring Behavior conference in 2008, we have collected data on 50 behavioral parameters of >800 mice.
These parameters include duration, content, spatial distribution and temporal patterning of visits, nosepokes, as
wells as licking episodes. Subsequent factor analysis of these parameters extracted 12 orthogonal factors
accounting for 81% of total variance. Comparison of factor scores of C57BL/6, DBA/2, BALB/c and 129S2
mice revealed a unique profile for each strain. Analysis of mice with hippocampal, prefrontal and striatal lesions
also yielded unique profiles for each condition. Monitoring of mutant mice with known deficits in hippocampus-
dependent tests produced profiles very similar to those of hippocampal lesions [1, 4]. On the other hand, this
analysis revealed strikingly similar changes of diurnal activity distribution in the 5xFAD mouse which over-
expresses B-amyloid precursor protein (BAPP) and a BAPP hypomorphic mutant [6]. Thus, already the
monitoring of spontaneous behavior during a week of free adaptation in IC permits high throughput prescreening
of mutant mice. On the other hand, our data indicate that tight control of genetic background remains essential
also if behavioral testing occurs in the home cage. In order to familiarize the mice with the operant properties of
IC used in most learning tasks, free adaptation is followed by nosepoke adaptation, during which doors are
closed but can be opened at any times once per corner visits by performing a nosepoke. This is followed by a
drinking session adaptation protocol in which the mice learn to adapt their activity to a regime of scheduled
drinking sessions. This form of learning seems highly and specifically sensitive to hippocampal lesions.

Cognitive function

In order to asses spatial learning and memory, we have developed a suite of tasks that are based on a drinking
session protocol but make the additional restriction, that for each individual mouse only one of the four corners
delivers water reward in response to nosepokes. The rule which the mice must learn in order to predict where
water will be available next changes between tasks and becomes increasingly difficult. The simplest
implementation is a corner preference task in which each mouse can obtain water in the same corner during a
week. So far, this task was learned successfully by all tested mouse models, indicating that this is a simple
control procedure (sort of an IC equivalent of the cue navigation protocol in the water-maze) useful to verify that
the mice possess the sensory and motor abilities needed to perform the other tasks in this suite. Next, the mice
proceed to a reversal learning phase in which the reward location is moved to the opposite corner, and finally to
a serial reversal protocol, in which the location of reward changes between drinking sessions in a random
fashion. A multi-lab study has demonstrated that these protocols deliver consistent results independently of lab
environment [3]. Finally, the mice learn two protocols in which the location of reward changes between
individual visits. In the chaining task, the animals must learn to visit corners in a clock- or anti-clock-wise
sequence. The patrolling task, is similar but more difficult to learn because the reference that determines location
of reward is not the most recently visited corner, but the one in which reward was last obtained. In both tasks,
acquisition of the rule is followed by a reversal phase in which the direction is reversed. Patrolling reversal
appears to be extremely difficult for mice to learn, even intact C57BL/6 learn extremely slowly. Mice take about
2 months to proceed through all the tasks of this suite. In our validation studies, we have found that mice with
bilateral complete hippocampal (but not prefrontal or dorso-lateral striatal) lesions are strongly impaired in
reversal, serial reversal as well in as chaining, patrolling and other forms of sequence learning. Since the last
presentation of IC at the Measuring Behavior conference in 2008, this suite of tasks has revealed strong
impairments in mutant mouse models with deficient function or connectivity of the hippocampus, for example in
mice with a null mutation of alphaPix/Arhgef6, a gene associated with X-linked intellectual disability [4], as
well as in a mouse model of Alzheimer’s disease [1]. Massive deficits were also revealed in a BAPP
hypomorphic mutant due to motor deficits cannot be tested in many of the conventional spatial learning tasks
[6]. The suite of spatial tasks is complemented by a corner avoidance protocol in which the animals learn to
avoid one of the four corners in which nosepokes are punished by air puffs during a training period of 24h hours.
In order to test long-term memory, the animals can be reintroduced into IC for a probe trial after varying
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retention intervals outside IC. If left for several days in the IC, the mice show extinction learning, that is
gradually resume drinking in the no longer punished corner. Performance in this test is sensitive to hippocampal
manipulations as well [1, 5]. Together with other tests, this paradigm has revealed that mice lacking Ras-GRF1
are selectively impaired in fear conditioning but have intact spatial memory [2]. More recent developments
whose validation is still in progress include an IC version of the conditioned taste aversion and social
transmission of food preferences tests.

Adaptive decision making and inhibitory response control are important aspects of cognition that are often
neglected in mouse phenotyping because their testing in conventional operant setups is extremely time
consuming and resource intensive. Therefore, we have recently developed a simple reaction time task for
IntelliCage. At any time and in any corner a mouse can start a trial by entering the corner and making a first
nosepoke. After a variable delay, stimulus lights will go on and the mouse is allowed to drink at the door where
the first poke was made. Principal readouts are the number of premature responses as a measure of motor
impulsivity and the latency of correct responses (reaction time). In a strain comparison this test recapitulated the
results obtained in conventional operant reaction time tasks, such as the five-choice serial reaction time task.
Mice with lesions of the medial habenula show increased impulsivity in this IC task as well as in the traditional
5-choice serial reaction time task. In order to assess how well mice can control their response to reward, we have
also developed a delay discounting task for IC. In all corners the mice are given a choice between a bottle with
plain water and one with 0.5% saccharin solution. In a training phase, the mice are allowed to learn about the
existence of this choice and to establish their (usually exclusive or almost exclusive) preference for the saccharin
solution. In the following test phase, access to saccharin is increasingly delayed at a rate of 0.5s per day. As a
consequence of this imposed delay, the mice will eventually abandon their preference for the saccharin solution.
Reduced delay tolerance in this test can provide evidence for increased cognitive impulsivity, whereas excessive
delay tolerance in conjunction with saccharin overconsumption and compulsive nosepoking at the saccharin door
are indicators of a poorly controlled response to reward. The latter observation was made when we tested mice
with lesions of the medial habenula in this test, as well as in a transgenic mouse line over-expressing
erythropoietin selectively in the CNS.

Thus, the fully automated IC system permits efficient prescreening of socially housed mutant mice by recording
profiles of spontaneous individual behavior, as well as assessment of specific aspects of cognitive function using
specialized operant tasks.
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Introduction

Translational research requires the establishment of comprehensive neurobehavioral screening systems,
dedicated to fill the gap between post genomic generation of state-of-the-art animal models (i.e. transgenic
rodents) on the one hand and their added value for really predictive experimental preclinical therapy on the other
hand. Due to these developments in the field, neuroscientists are frequently challenged by the task of detecting
discrete behavioral differences in rodents. Systematic, comprehensive phenotyping covers these needs and
represents a central part of the process. Here we provide an overview on theoretical issues related to classical
comprehensive neurobehavioral phenotyping and propose specific procedures as well as concepts for integrating
automated, intra-home-cage technologies. The latter allows continuous screening of various behavioral and
physiological dimensions on an ethological basis, which represents important added value to the
comprehensiveness of the screening approach.

Approach and Methods

Comprehensive phenotyping of rodents is a process of defining characteristics during their ontogeny. During the
past 20-30 years rather standardized approaches evolved using combinations of classical behavioral assays
spanning all different behavioral domains. Specific guidelines for the appropriate conduction of such classical
phenotyping work have been proposed. However, more recently, due to the consideration of certain short-
comings in classical approaches (non-ethological based, stress-confounded, non-repeatable under the same test-
construct), intra-home-cage automated phenotyping technology was developed, partly validated, and is now up
to be integrated/associated with comprehensive classical phenotyping approaches.

Here we will connect the present status of guide-lines for classical neurobehavioral phenotyping and focus on
open questions and issues brought up by integrating automated phenotyping into large comprehensive screens.
Among other reasons, most of those problems are derived from the novel quality of multidimensional parallel
acquisition of behavioral outputs within the automated systems. These issues span areas such as data mining,
analysis of multiple parallel measures in longitudinal intraindividual experimental designs, provide new chances
for the identification and interpretation of novel complex multidimensional combined output variables and — last
but not least — require feasibility and validation of cognitive testing within home-cage-environment on an
ethological based non-touch testing scenario.

To deal with these presumptions, transgenic Huntington’s disease (tgHD) rats were repeatedly screened within
modular, intra-home-cage phenotyping systems measuring spontaneous activity, feeding, temperature, metabolic
performance, cognition by operant procedures, social, and emotional parameters. This investigator-independent
(ethological) approach was further validated and compared with classical behavioral assays (social interaction
test, prepulse-inhibition, accelerod, two-way active avoidance) in the same animals. Apart from outlier detection,
multivariate analysis was used to explore correlation patterns of variables in each genotype as well as for finding
similarities and dissimilarities between genotypes and the key variables that discriminate between genotypes.
Along with circadian changes in energy metabolism, automated phenotyping revealed higher specific motor
activities in tgHD rats, with spontaneous free rearing correlating with individual performance in the accelerod
test. Principle component analysis revealed a separation by genotype in juvenile tgHD rats that differed from
adult animals, being further resolved by Partial Least Squares Discriminant Analysis detecting “temperature”
(juvenile) and “rearing” (adult) as phenotypic key variables in the tgHD model. These studies illustrate that
automated-intra-home-cage-phenotyping in combination with multivariate analysis is capable of characterizing a
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complex phenotype by detecting novel physiobehavioral markers at similar sensitivity and presumably better
standardization using fewer resources.

Conclusion

We propose a broadening of the guidelines for comprehensive phenotyping in order to cope with issues derived
from automated phenotyping and provide proof-of-concept for operant learning paradigms with the home-cage
using intra-home-cage automated technology. Multivariate statistics were successfully applied to identify
components with the parallel multivariate data sets that correlate with classical behavioral responses.
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Introduction

In game or entertainment environments the ‘user’ may take part in events that require bodily interaction with
sensor-equipped environments. Embedded motion-capture and gyroscopic devices capture movements. Thanks
to Nintendo's remote WII, motion-controlled games are now widespread. Cameras, microphones, pressure
sensors, and proximity sensors have been added. Thanks to Microsoft's Xbox Kinect whole body interaction
games have become popular. Apart from entertainment, such sensor equipped and game oriented environments
can be designed to improve health conditions, sports performance, or (therapeutic) physical rehabilitation.

More sensors are becoming available, allowing a game to obtain more information about a player, in particular
his or her bodily and emotional conditions. In addition, these sensors allow more input modalities for interaction
with an environment [1]. There are many examples of advanced games where posture, gestures, body
movements, facial expressions and brain activity are among the modalities that are used for control. Control can
be direct, but it can also be mediated (for example through a balance board, a tangible or a wearable).
Observations of the face and body can be used in different forms, depending on whether the user may take the
initiative to control the interaction or whether the application takes the initiative to adapt itself to the user.
Therefore we can distinguish:

e  Control: the user consciously produces facial expressions, head movements or body gestures to control
a game. For example, to navigate, move game characters, or change appearances.

e Adaptation: the gamer's spontaneous facial expressions and body poses are interpreted and used to
adapt the game. For example, this information may lead to changes in the difficulty level, the
appearance of the game environment, the interaction modalities, or the narrative.

The game environment is not necessarily at home. It can be a training and simulation field or a less controlled
setting such as an urban area, where bodily movements and activities are detected by mobile devices and
webcam networks.

Engagement

One of the key issues in (video) games and in interactive entertainment and art is engagement. Research
questions are: how can we design and predict engagement? How can we adapt a game to its users and audience
to increase or decrease engagement? Again, when we talk about a ‘game’, we are talking about environments
that provide entertaining interaction opportunities to a ‘user’. Automatically obtained engagement information
allows adaptation of a game or game environment by the game controller. That may include physical and virtual
appearance, availability and characteristics of interaction modalities, feedback by actuators, game narrative, and
game strategy. It should be mentioned that above we used the term ‘engagement’ in an informal way. Numerous
terms and definitions have been introduced to describe aspects or features of engagement, or the other way
around, to define engagement as an aspect of user experience concepts such as presence, levels of immersion or
flow [2].

The questions mentioned above need to be investigated. Knowledge about factors that affect engagement can be
used in game design and game evaluation. Although there is theorizing around concepts such as flow, presence,
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and immersion, there is a considerable gap with applied knowledge coming from design, performing arts,
narrative and drama theory. Let alone the ‘gut feeling’ of a game designer who has played games for thousands
of hours himself and has access to the experiences of hundreds of game testers that have spent hundreds of hours
playing a particular game before it gets its final form and is made publicly and commercially available.

Nevertheless, detecting different levels of engagement during game playing can make it possible to make
decisions about increasing or decreasing a level of difficulty, to provide in-game explanations, to adapt the
storyline, or to adapt the behavior of game characters. It should be noted that results on engagement modeling in
sensor-equipped game, entertainment and interactive art environments do not necessarily translate to other
applications where, for instance, task efficiency is an important issue. In the game and entertainment situations
we address, immersion, presence, and flow need to be considered when investigating user experience, user
satisfaction, and user enjoyment. As mentioned by Berthouze et al. [3], there are lots of theories that attempt to
define and model aspects of engagement but, “most theories of engagement have focused purely on its mental
aspects”.

Special Session “Measuring Engagement”

The aim of this special session at Measuring Behavior 2012 is to look at engagement and ways to measure
engagement in situations where users are not glued to their chair and keyboard, that is, in sensor-equipped
environments that are able to perceive nonverbal interaction behavior. And, moreover, we focus on activities that
are not necessarily aimed at performing a particular task in the most efficient way. Rather the focus is on
enjoyment during performance and satisfaction during and after finishing the interaction.

Real-time information providing sensors allow us to detect cues from the behavior of one or more participants in
the environment from which different levels of engagement during performance can be concluded. And, also,
different kinds of feedback and adaptation of the game environment can be decided. Social and affective
behavioral cues [4], to be detected from nonverbal behavior, need to be recognized and interpreted in order to be
used as input to our algorithms that provide us with information about engagement, immersion, and flow. All
these issues will be covered by the six contributions for this special session at Measuring Behavior 2012.
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Abstract

Observing people using standard cameras provides a non-intrusive way to capture human motion for further
study of human behavior in a scene. The system presented uses multiple cameras to detect subjects, track them
over time and gives 3D insights in how a subject moves around. These cues are important for the interpretation
of human behavior in response to its environment, to interaction with other people or with interactive systems.

Introduction

To capture people’s behavior in specific studies is complex. To illustrate, in the Restaurant of the Future 1,
researchers want to study people’s behavior with respect to food selection and food consumption. Knowing how
people choose their food, how other people influence this choice, and if they like what they eat are some of the
research questions. The Restaurant of the Future is a field lab equipped with 23 pan-zoom-tilt cameras to ensure
non-intrusive observations for food selection and consumer behavior studies. Most studies use The Observer®
XT 2: an event logging software for the collection, analysis, and presentation of observational data. Because of
the diversity in study setups, full automation is nearly impossible. Therefore, a software module is created based
on computer vision algorithms called the Video Analysis and Recognition Toolbox (VidART) to help
researchers to focus on the important parts. The tedious manual annotations from video streams are partly
reduced by using vision-based algorithms to detect and track people from video streams. To illustrate this,
imagine you want to know how often your product is chosen. By tracking the subjects’ position automatically
and knowing your product’s position, the system can select only those frames for further analysis, where people
actually approach your product.

Video Analysis and Recognition Toolbox (VidART)

Video analysis in the Restaurant of the Future is challenging due to complex lighting conditions (big windows,
different illumination possibilities, large shadows, etc.), the unconstrained subject’s appearance (wide clothes,
reflective jewelry, hair fashion, etc.) and the presence of static objects in the scene. VidART consists of four
modules: (1) background subtraction and shadow detection; (2) contour tracking; (3) voxel reconstruction; and
(4) people position tracking.

Background subtraction techniques, like the Mixture of Gaussians 3, are used to detect people or objects in a
camera view. The key idea is that any object present in the current frame, but absent in the background model, is
identified as foreground. This background model is computed from one or more previous frames captured by the
same camera. A subject’s silhouette provides essential information about its shape, and other features are easily
derived from it like its appearance. It forms the basis for further analysis like tracking and pose estimation.
Although background subtraction gives these silhouettes, it requires static cameras and it is sensitive to
illumination changes and shadows. Shadows can be detected by assuming that shadows do not alter the texture
of the object or the color chromaticity. However, shadows will also be present inside the silhouettes, since the
light source’s position is in general not the same as that of the camera. Removing such shadows will cause
undesirable holes in the silhouette, leading to severe problems in the voxel reconstruction.

An alternative to image segmentation using background subtraction can be found in segmentation based on
evolving a so-called level set function. Two appearance models are used: one for the background appearance and
one for the foreground appearance. These models, each consisting of a histogram computed from an initial
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segmentation, are used to drive the segmentation towards the boundary of the desired object. It has the same goal
as background subtraction, but it removes the disadvantages. Unfortunately, it is very slow in general. Since we
are using video streams, the segmentation result from the previous frame can be used to speed up the process.
Our level set tracker based on 4 goes even one step further. It distinguishes rigid body motion from
deformations. The rigid body tracking assumes that the shape does not change and locates the position of this
rigid body in the next frame. This is represented by a warp of a bounding box, keeping the segmentation inside
fixed. The deformation phase finds an optimal segmentation in the bounding box by using the level set
segmentation. Although computationally expensive, it is reduced to a small region-of-interest, making the
overall method fast. Because of the distinction between rigid body movement and shape deformations some
additional correction might be necessary, since deformations can also include rigid body movements. Therefore,
an additional drift correction is computed to keep the segmentation in the center of the bounding box. Figure 1
shows the steps of the level set based tracker applied to track a person’s head.

Once the silhouettes are obtained for each camera view, we can project the 2D foreground silhouettes to the 3D
world. The technique used is voxel reconstruction 5, which keeps a registration of which pixel in each camera
view belongs to which voxel (the 3D variant of a pixel) in the 3D world. These pixel-to-voxel correspondences
can only be obtained if the cameras are calibrated. In other words, we have to know how a 3D point is captured
by the camera and projected to the 2D image. A common way to have the cameras calibrated is to use a
calibration object, like a checkerboard, of which the size and dimensions are known 6. VVoxel reconstruction
labels a voxel as “visible”, if all corresponding pixels in the camera views are indicating a foreground object. As
a result, a 3D reconstruction of the person’s or object’s silhouette is available. In Figure 2 an example is given.

To track a person, the silhouettes from either background subtraction or level set based tracking are used to
estimate the position of each person in the scene. Initially, a histogram is created for each person to capture
his/her appearance. In 7 the concept of vertical reference lines is explained, which are the 2D correspondences of
selected 3D lines perpendicular to the ground floor projected on the image planes. For each vertical reference
line, the pixel count is registered for each person. For each of the pixels on this vertical reference line that are
classified as being foreground pixels, the probability is computed that this pixel belongs to person k. The pixel
counts for the person with the highest probability. The vertical reference line with the highest pixel count for
person K is taken as his/her position in the 2D view. Once these lines are found in all cameras views, they are
projected back to 3D. To handle occlusions, like when a person is in front of another person in a certain view,
the concept of Best Visibility View is used 7. This concept uses the principle that the back-projection of the lines
only is done using those cameras that see the person best. Figure 3 shows an example where each person is best
visible in two cameras. This makes the tracking of people more robust.

framet frame t+1

Rigid body Segmentation Drift correction
Warp bounding box Adapt levelset Warp bounding box

Figure 1. Principle of level set based contour tracking: the bounding box (green) including the initial segmentation (yellow)
are given in time step t. In the next time step t+1, the rigid body tracking, the re-segmentation and the drift correction step are
given.
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Figure 2. Example of how foreground detection of multiple cameras are combined to obtain a voxel reconstruction of the
foreground objects.

pa

Figure 3. Principle of people tracking with vertical reference lines (left) and a top view of the ground floor position using the
best visibility view (right).

Validation

The software modules have to be tested on accuracy and speed. Since the Restaurant of the Future is a
challenging environment, we created the Utrecht Multi-Person Motion (UMPM) benchmark 8 to provide a
benchmark for articulated human motion capturing for multi-person motion and interaction in a more controlled
environment. UMPM exists of scenarios including human-human and human-object interaction, where each
scenario is recorded with up to 4 subjects in the scene. For each scenario, UMPM includes synchronized video
sequences for the four cameras used with 644 x 484 resolution at 50 fps. The scenarios include subjects that (1)
walk, jog and run in an arbitrary way among each other, (2) walk along a circle or triangle of a predetermined
size, (3) walk around while one of them sits or hangs on a chair, (4) sit, lie, hang or stand on a table or walk
around it, and (5) grab objects from a table. These scenarios include individual actions, but the number of
subjects moving around in the restricted area cause inter-person occlusions. We also include two scenarios with
interaction between the subjects: (6) a conversation with natural gestures and (7) the subjects throw or pass a ball
to each other while walking around. Since the UMPM benchmark is created to capture human motion, 3D
ground truth information is provided, knowing marker positions captured by a motion capture system. The
UMPM benchmark including the videos, background images, calibration data and ground truth 3D information,
is available for research purposes on www.projects.science.uu.nl/umpm/. In the figures shown in this paper the
UMPM benchmark is used to illustrate the principles of the toolbox.
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Conclusions and future work

The VIidART software ensures people tracking in 3D from video streams, which will be an important tool for
automatic detection of people’s behavior. Although it is currently tested on the UMPM benchmark, which is a
controlled indoor environment, the toolbox will be extended to be applicable in more advanced sceneries like the
Restaurant of the Future in the near future.
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Introduction

Ambient spaces are characterized by sensors, which allow detailed observation of visitors and inhabitants, and
by displays and actuators that allow the system to react to the observed behavior. Starting from a general ambient
space, we are working towards an interactive environment that invites and seduces people to interaction with
each other and with the environment. We aim at “play” rather than at “game”; the visitor has no obligation to
interact with the system, nor is there any specific goal to reach or task to complete.

Background and motivation

The development of our interactive playground (see Figure 1) is inspired by children’s play, combining the rich
interaction possibilities of computer games with the physical and open-ended aspects of traditional playground
play [1,2]. The “open-ended play” afforded by such a playground may benefit children in many aspects of their
development [3, 4].

Offering specific toys, play objects, or mechanisms on a playground does not necessarily mean they will be used
as intended. Children appropriate the things that are present in playgrounds, such as swings and seesaws, and re-
purpose them for their own play and games. The boundaries between play and game are blurred, the two types of
activity merge seamlessly. While they play a game, playful activity occurs within, besides and around the
specific rules and goals. “Dramatic performance in play” (bodily acts, a special jump or shout, etc.) occurs, and
“in fact it often becomes the most important activity of the play in itself, and it becomes the one admired and
imitated by others.” [5]. In the pilot tests with the first prototype of our interactive playground, for example, one
pair of children decided to designate the playground to be an environment for expressive dancing. On the other
hand, during open play, ad hoc rules are continually being defined, adapted and discarded, and spontaneous
“gamelets” emerge continually. Many such temporary rule introductions were observed during the pilot tests.
For example, one of the children shouted at some point: “We must all run away from the yellow shapes that are

Figure 1. Children playing with the HMI Interactive Playground
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following you!” (interestingly, in the thematic concept underlying this playground, the shapes that are following
you were actually envisioned to be “your shapes”, and not hostile at all). At another point, a child said: “come on
everybody, we must all get off the play area for a moment, come on...”. This little “rule” was introduced with an
ulterior motive: this child was the first person to run onto the field again and claim one of the colored shapes that
was previously “caught” by one of the others.

Measuring and influencing social and affective behavior in the interactive playground

Intelligent interactive playgrounds offer possibilities beyond those of a seesaw or a swing, which just sit there,
waiting to be used in play. An intelligent playground is more like another person, responding to what you do, but
also proactively contributing things to the play that occurs. By well-placed interventions in the interactive play,
an intelligent playground can influence many social and physical properties of the play that emerges [6]. To this
end, the playground needs to observe and interpret the social and affective behavior of the players, and determine
appropriate (re)actions to change the interaction between visitors [7].

For example, the amount of nonverbal coordination (“motion synchrony”) between visitors may be measured to
yield insight into their social relation [8], but might also be manipulated through coordinated interaction between
the system and the individual visitors, in order to change their relation [9]. The playground may contain sensors
for the detection of engagement and group forming, and when a person is observed to be uninvolved in the play,
the interactive elements of the playground may explicitly link this person to the others in an attempt to draw
them into the play. The system may respond to motion and sound in such a way that the children are encouraged
to jump around wildly and scream at the top of their voices, or, conversely, to be very quiet and careful. Through
designing such interactive interventions, we aim at increasing the engagement of people with the system and
with each other.

Pilot evaluation of the first prototype

The first prototype of the playground was evaluated in a series of user tests with 19 children, in groups of 2-4,
playing for approximately 30 minutes inside the playground. The first 10 minutes they were allowed to play
without any instruction at all. After that, they were asked to tell about the interaction patterns that they had
discovered in the system, and they received a 5 minute explanation of some of the patterns that they had not yet
discovered. The goal of these tests was twofold. Firstly, we wanted to know whether the children would display
the mix of play and game typical of children’s activity on a playground, and whether we would observe them
“telling stories” about the possible interaction patterns and changing these stories throughout the session. As can
partially be seen from the examples above, this was the case. Secondly, we attempted to introduce a set of
interaction patterns in the system that specifically targeted the social dimension of cooperation and
collaboration, hoping to increase the presence of either of these aspects in the play of the children. However, the
amount data that we collected was too small to draw clear conclusions about that.

Future work

We are currently involved in developing an annotation scheme and an inventory of relevant dimensions of play
behavior, concerning both physical and social dimensions. This annotation scheme is based upon recordings
made of the evaluations of the first prototype playground and upon observations of children’s play at a number
of primary school playgrounds. This should lead to the development of algorithms for automatic detection of
relevant social and affective behavior, and the development of a series of new interactive playground prototypes.
Future experiments will focus more on the elicitation and influencing of various types of social and physical
behavior in the children’s play.
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Abstract

Studies aimed at measuring users’ engagement with interactive products mostly rely on collecting self-report
data. However, there is an increasing body of research into systems able to assess the affective state of a user
from objective data such as body movements. To train such systems we need corpora of motion capture data
showing people in emotionally charged situations. Here, we report on our ongoing research into building corpora
of movement data. In particular, we focus on two crucial areas in the building process. Firstly, challenges related
to recording corpora "in-the-wild", i.e. in ecologically valid situations. Secondly, challenges related to obtaining
ground truth labels, i.e. ensuring that individual sequences of movements are labeled correctly with affective
states that can be seen in them.

Introduction

Studies aimed at measuring users’ engagement with interactive products mostly rely on collecting self-report
data 1. However, people can only report on what they are aware of. Self-report also requires that people can give
an accurate description of what they think about a product. Children, for example, often have difficulties in
reflecting and communicating their thoughts, beliefs, and wishes. Another potential bias in self-report data is that
people not necessarily give us truthful answers. They may leave out items they feel embarrassed about or tell lies
instead. Often these lies are innocent when people simply tell us what they believe we want to hear instead of
their actual opinion.

An alternative to subjective self-report methods are those based on objective measurements. In recent years, the
field of affective computing has come up with a number of approaches that provide more objective data.
Typically, these approaches detect one or several modes of affective feedback. Intentionally or not, we
continuously express affect. This can happen verbally, through the tone of our voice and our choice of words, as
well as non-verbally, through our facial expressions, posture, gestures, amongst others. Physiological data like
heart rate or skin conductance have also been used to infer the affective state of the user. When we talk to other
people we intuitively pick up on cues to their affective states. As social beings this comes natural to us.
However, having computers automatically recognize a person's affective state is still one of the big challenges in
affective computing.

Our research aims at assessing engagement from bodily expressions of affect, in a way enabling a system to read
the body language of users. This could be beneficial in a number of settings. It could provide researchers and
practitioners evaluating interactive products with an initial assessment of how a user felt during interaction,
which they can use as a starting point for conducting post-interaction interviews. It could also be an important
step towards intelligent systems, which can adapt to their users 1. For instance, if a video game is able to detect
the user is frustrated, it can adapt the gameplay and ensures to keep the user in the flow zone 3. Same holds for
tutoring systems that ensure the learner is in a positive affective state.

The system we are working on is based on the Microsoft Kinect sensor. The Kinect sensor is a camera-based
movement sensor, emitting an infrared grid and aggregating the reflected light into a skeletal representation of
the body. Using the Kinect SDK we developed our own motion capture system which records the body
movements of up to two players, represented in the form of skeletons. It is fairly robust in terms of ability to
function in changing (indoor) environments and totally non-intrusive for the user.

To build systems able to assess affective states from body movements we must know which features within a
movement carry cues to a person’s affective state. To identify these features we need a corpus of movement data,
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i.e. must record movement data and label it with the according affective state. Existing corpora of affective
behavior usually consist of acted data, which means they often show exaggerated movements done by people
who were instructed to depict a particular affective state in a lab environment. However, for affective computing
to advance it is important to move from acted data to data obtained from people actually feeling the expressed
affective states in ecologically valid environments 4.

Apart from recording “in the wild”, we also must ensure that the data is labeled as accurate as possible.

Observing movement and affective behavior

We conducted initial observations of children playing active video games in a primary school in southern
Switzerland. Observing children in a school is a perfect scenario for us, as the school is a very natural
environment for its students. After establishing a contact, we conducted observations in the setting of the
school's after-school program as well as physical education classes.

The after-school program is a playful setting, where children can spend their time doing homework or play
games under supervision until their parents come to pick them up. The physical education class is a formal
setting and comes with the great advantage that a central learning objective of this class is for children to learn
how to deal with positive and negative emotions, which makes it an ideal scenario for our study.

In both settings we introduced a Nintendo Wii console and observed how children play the Wii Sports games, a
set of games simulating tennis, bowling, baseball, and boxing. We also videotaped some of the observation
sessions of the physical education classes and reviewed the videos with the teacher. This revealed that we can
observe three classes of movements: task-related movements, affective expressions, and social behavior.

Task-related movements are all movements that have to do with playing the game. In the context of the Nintendo
Wii this means mostly swings of the arms and flicks from the wrists. Obviously, these movements do also carry
affective information. We can observe from the way a child executes, for example, the throw of a bowling ball
whether he/she is joyous because the last throw was a strike, or whether he/she was just embarrassed by
classmates prior to the throw.

Affective expressions are movements that have no utilitarian function and that only serve the communication of
affective states. An example for this is a child throwing his/her hands in the air after scoring a strike in bowling.
Another example is a child walking spiritlessly away from the console with hanging shoulders after loosing a
game. There is obviously a social component present in that the expression of affect has a social function, such
as eliciting sympathy when feeling sad. In fact, most affective expressions happen in a social context. When
there is no recipient present, we feel less need to communicate our affective states. Our third class of movements
is social behavior. Here, movements have no utilitarian function and are also not primarily communications of
affect. We see for instance one girl hugging another girl in a gesture of empathy or a boy putting an arm around
another boy to express their friendship.

Recording movement data “in-the-wild”

An important requirement for this is ensuring that the data is obtained from a naturalistic setting. This means that
the data comes from people expressing real, i.e., actually felt, affect rather than simply portraying affective
states. It also means that we capture the data in an environment that is familiar to people from whom we obtain
it. Ideally, it also means they are doing things they are familiar with. In essence, we try to reduce a potential
novelty effect and a feeling of insecurity due to alien circumstances as much as possible.

We are currently piloting a study aimed at capturing movement data for which we return to the aforementioned
school. Apart from the school being a familiar environment, this setting comes with the advantage that the
children there are already used to our presence. Similar to our previous observations, we want the children to
engage in playing active video games as the Nintendo Wii. From our observations we already know that the Wii
games are known to most of the children. So also the use case is familiar for them.
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Children will be playing in couples with Wii Sports games of their choice, playing in a competitive fashion and
asked a few questions at the end of a session. Here we want to know how they feel during playing so that we can
match their subjective experience against direct observations and the teacher’s analysis of the whole experience.
In addition to recording movements with the Kinect based recognition system we will video tape the session for
later analysis.

Having the teacher on board and enthusiastic to take part in the study is invaluable for us. Not only his
professional knowledge on student behavior, but also the fact he has known most of the students since they
enrolled in the school has already provided us with many insights during our initial observational study. One of
the main learning goals of the physical education syllabus is for students to learn to identify and control their
emotions. So our study does not interfere with the class’ activities, it may actually provide the teacher with new
insights and aid achieving the learning goals.

Labeling data

In order to be able to use the motion capture data for training and testing an affect recognition system, we need
to label individual sequences with what affective state can be seen in them. In affective computing, this process
is known as ground truth labeling.

As the labels are the benchmark that a system is tested against, it is an important step for the creation of affect
recognition systems. Usually, labels are obtained from letting observers rate the sequences and for instance by
majority vote assign a label to each sequence. Our own labeling procedure will involve two researchers assigning
labels and discussing those with the expert (teacher) in order to validate these. We will develop an appropriate
coding protocol to be followed by all human judges involved.

However, we argue that this common practice of ground truth labeling can introduce biases. Often judges are
recruited from colleagues of the researchers. This can introduce a population bias into the ratings and makes a
generalization to how people in general rate expressions of affect difficult.

Because of this we want to explore how emerging methods such as crowdsourcing can help in improving ground
truth labeling. Crowdsourcing here means letting a large population of observers rate the sequences online. This
way we can include a bigger population from a wider background into the rating process. However, this also
means letting go of a controlled environment where we have no control over the circumstances in which the
observers rate the sequences. Still, we believe that exploring different rating schemes is an undertaking
worthwhile. Ideally we can find more robust rating schemes. For the very least, we hope this can inform
researchers in developing future corpora.

Conclusion

We described our ongoing research into building an automatic affect recognition system based on body
movements. In particular, we discussed the necessity of corpora of annotated movement data that shows
affective behavior of humans in naturalistic settings for training such systems as well as requirements towards
building them. Once we have recording and labeled the data, we plan to make it available to other researchers.
Existing corpora of affective behavior usually consist of acted data, which means they often show exaggerated
movements done by people who were instructed to depict a particular affective state in a lab environment.
However, for affective computing to advance it is important to move from acted data to data obtained from
people actually feeling the expressed affective states in ecologically valid environments. We believe our corpus
can help other researchers to test their systems with more valid data than what is available today.
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Introduction

Measuring fun and enjoyment with children is not trivial. Subjective measures are known to suffer from an
experimenter effect and often lack detail in their answering. The experimenter effect refers to answering in
accordance with the expectations of the experimenter rather than reflecting the opinion of the subject. The lack
of detail in answering is due to the oft-found finding (which we will illustrate in this paper as well) that children
tend to select the extremes of a scale: either very high or very low, leaving out more fine-grained possibilities.
Markopoulos et al. (2008) [1] treat related issues ‘satisficing’ and ‘suggestibility’ as important issues to deal with
when using survey methods with children. Suggestibility refers to the influence of the experimenter that is
generally expected to be more important for children than for adults because of age differences. A respondent
that is satisficing gives more or less a superficial answer that appears reasonable without carefully considering
the question and the answer options. With children satisficing can easily occur when they find the questions
difficult to understand.

With increasing age, children develop increasing skills and ability which explain their different answering
tendencies as compared to adults. Piaget noted in his pioneering work the development of thinking skills around
the age of 11, where children learned to use abstract concepts and reflect upon them. This includes self-
regulation, a skill consisting of self-motivation, attention control, self-monitoring, and self-evaluation [2]. For a
subjective measure of fun and enjoyment these skills are pivotal: the ability to monitor oneself and identify these
abstract concepts is requisite.

Several attempts have been made to counter the described effects. For example, objective measurements allow
(indirect) indicators of fun such as total time spent, total interactions performed, or video recordings. Regarding
fun and enjoyment, subjective measures are common and easily applied. Hanna et al. [3] compared the
usefulness of several rating methods. Special subjective instruments have been developed for children, such as
the Smileyometer or the Visual Analogue Scale (VAS). The Smileyometer (See Error! Reference source not
found.) uses images of smileys to make the items on the scale more recognizable for the participant. It was
designed with the help of children, leading for it to have a non-neutral face at the centre of the scale [4]. In this
way, the scale was expected to be more recognisable to children, leading to more fine-grained answers; i.e., less
extreme answers. A VAS uses a question format with pictorial representations that children use to identify their
feelings or opinions. According to Read et al. [5], VAS scales can be very useful for younger children but when
used to elicit opinions about software or hardware products younger children almost always indicated the highest
score on the scale. Hence, in this paper we will focus on a popular subjective method for measuring fun with
children, the Smileyometer.

The Smileyometer will be reviewed based on two studies we performed in Museon, a science museum in The
Hague, The Netherlands. The museum is an educational museum for a broad audience and the main themes are
the human and his role in the society, nature, culture and science and technique. Its goals are education, study

Awdful Not very good Really good Brilliant

Figure 1. The Smileyometer.
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and enjoyment. With over 150.000 visitors each year, of which the majority are children, it is a popular and
modern location for fun and learning. As a test location, the museum assures a natural environment, intensifying
the need for measurement devices which are reliable and valid in less constraint, non-laboratory settings as well.

Two studies will be reported, both evaluating the enjoyment of children during a quest through the museum. This
quest started at a multi-touch table with the selection of topics of interest from the permanent exhibition of
Museon.

This selection was used to generate the electronic quest that children answered in the exhibition area. Finally, the
quest ended at the multi-touch table with an end game. For both studies an informed consent was given by the
parents. The difference between the studies lies in the interfaces used at the multi-touch table, being a direct
change of the beginning and the end of the quest and an indirect change on the middle part: the quest changes
according to the interactions of the first part. Study One used a prototype whereas Study Two used an evolved
version of the system. The focus here, however, will not be on the interfaces but on the Smileyometer, in
particular for its experimenter effect and coarse answering.

Study One: Prototype

We used the Smileyometer at the end of the quest through the museum to measure reported enjoyment of the
three main parts of the quest: the beginning (initial selection of topics), middle (quest through the permanent
exhibition), and end (final game at the multi-touch table). Error! Reference source not found. shows the
Smileyometer. For each of the three parts of the quest the children used the Smileyometer to answer the question
“How much fun was it to do that part?”

Table 1 shows the means and standard deviations (SD) of the first study in which 36 children took part. The
answers on the Smileyometer are re-coded to 1 (for awful) until 5 (for brilliant). The results indicate the
Smileyometer does not alleviate the mentioned problems: the answers were still almost always very high. Partly
this can be explained by the experience actually being fun. Looking at the difference between age groups gives
further insights in the causes. Table 1 also shows the descriptive statistics for the younger children (7 to 9) and
the older children (10 to 15) separately. Two-tailed t-tests confirmed that for the begin and the middle part, the
scores measured with the Smileyometer were significantly higher for children between 7 and 9 compared to
children between 10 and 15 (begin part: t(34)=2.345, p= 0.025, middle part: t(34)=.0367, p=0.004). However,
the final part showed no significant difference. We found significant correlations between the scores on the
Smileyometer and age groups for the begin part (Spearman’s rho = 0.371, p=0.026) and for the middle part
(Spearman’s rho = 0.425, p=0.010). Younger children scored higher. The scores of the final part were not
correlated with age. In the begin and middle part the highest score was selected more often by younger children
than older children (begin part 58.3% vs. 16.7%, middle part 83.3% vs. 45.8%), no difference was found for the
final part (both groups 41.7%). The data indicate younger children have a higher tendency to select the highest
ratings, but do select none-extreme scores as well.

Table 1. Enjoyment in a museum quest as measured by the Smileyometer - Descriptive statistics of study 1.

All Age 7-9 Age 10-15
N Mean SD N Mean SD N Mean SD
Begin 36 411 0.75 12 450 0.67 24 3.92 0.72
Middle 36 4.42 0.77 12 4.83 0.39 24 421 0.83
End 36 4.11 0.98 12 3.92 1.24 24 421 0.83
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Table 2. Enjoyment in a museum quest as measured by the Smileyometer - Descriptive statistics of study 2.

All Grade 7 Grade 8
N Mean SD N Mean SD N Mean SD
Begin 26 3.77 0.77 16 4.00 0.82 10 3.40 0.52
Middle 48 3.27 1.13 27 3.78 1.05 21 2.62 0.87
End 48 3.73 0.98 27 3.74 0.90 21 371 1.10

Study Two: Matured Version

A study similar to Study One was performed at the museum, using a later version of the multi-touch table
interfaces at the beginning and at the end of the quest, including improvements based on the evaluation of Study
One. This study employed a between-subjects design comparing a personalized quest created by the improved
interface versus a normal, fixed, quest without any personalization nor multi-touch interaction at the beginning.

Table 2 shows the descriptive statistics for the Smileyometer of the second study with 48 children. Notice that
the number of children that played the initial selection game is roughly half of the total number of participants
because of the experimental setup of this study. These results are not extremely high any more. This can partly
be explained by the ages of the children. All children were 10-12 years old and were part of two classes (grade 7
and grade 8 in the Dutch school system) of a primary school in The Hague.

We studied age differences again by comparing the results between the class from grade 7 (10-11 years old) and
the class from grade 8 (11-12 years old). Table 2 also shows the descriptive statistics per grade level. Even
though the difference in age is only one year, again for the begin and the middle part, the scores measured with
the Smileyometer were significantly higher for children from grade 7 than for children from grade 8. (results
two-tailed t-tests begin part: t(24)=2.071, p= 0.049; middle part: t(46)=4.090, p<0.001). Again, no significant
difference was found for the final part. We found a strong correlation between the score on the Smileyometer
and grade level for the middle part (Spearman’s rho = -0.512, p<0.0005) and a marginally significant correlation
for the begin part (Spearman’s rho = -0.375, p=0.059). The scores of the final part were not correlated with grade
level. Selection of the highest score in the begin and middle part was also very different between children from
grade 7 and 8. For the begin part the highest score was chosen by 5 children, all from grade 7 (31.2% vs.0%) In
the middle part 8 children, all from grade 7, chose the highest score (29.6% vs. 0%). Again no difference
between grade 7 and 8 was found for the final part (22.2% vs. 28.6%). Remarkable here is that the majority of
the children who chose the highest score (9 out of 12) were from the group who did not play the initial game and
hence played with the multi-touch table for the first time during the end game. The data indicate that even this
age difference of one year shows differences in the tendency to select the highest ratings, but at the age of 10-11
years many children do select none-extreme scores as well. There even seems to be a turning point at the age of
11-12 years (just before Dutch children go to secondary school). These children were much more critical in their
reported enjoyment.

Conclusion

We reviewed the Smileyometer as used in two field studies, allowing us to compare two different age groups
twice: in Study One ages 7-9 against 10-15 and in Study Two ages 10-11 versus 11-12. The results indicate that
the Smileyometer, as customized subjective measurement, did not solve the mentioned problems: the reported
fun remained high. Both studies indicated age was a factor in the reported fun, such that younger children give
higher ratings. The reasons for this effect cannot be proven from the studies, but do point to the problems
mentioned in the Introduction: a tendency towards extreme answers and an experimenter effect.
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An alternative explanation for the relation between age and reported fun is that younger children simply had
more fun. There is no evidence from observation and discussions between the experimenters and the participants
to further corroborate this theory, making this an unlikely yet not impossible counter-explanation.

Although the Smileyometer was not able to solve the problems inherent to subjective questionnaires for children,
it did partly alleviate the problems. A possible method to further alleviate the problems is by extending the
measurement scale from five to, for example, seven items as is often used with semantic differentials. At least
for adults, subjective scales tend to become more precise when consisting of more items. For example, this holds
even for up to ten items [6].

Summarizing, using pictures was shown to give a reliable scale, and in particular for older children, give fine-
grained results. For younger children, however, some problems still remained. Consequently, when using the
Smileyometer or similar subjective scales, age should be included in the analyses as a covariant.

Acknowledgements

This work was part of the PuppyIR project, which is supported by a grant of the 7th Framework ICT Programme
(FP7-1CT-2007-3) of the European Union.

References

1. Markopoulos, P., Read, J.C., MacFarlane, S., Héysniemi, J. (2008). Evaluating children’s interactive
products. Elsevier Inc., Amsterdam.

2. Ormrod, J.E. (2004). Human Learning. Pearson Education Inc., Englewood Cliffs, NJ, USA.

3. Hanna, L., Neapolitan, D., Risden, K. (2004). Evaluating computer game concepts with children.
Proceedings of Conference on Interaction Design and Children, 49 - 56.

4. Read, J.C., MacFarlane, S., Casey, C. (2002). Endurability, engagement and expectations: Measuring
children’s fun. Proceedings of Conference on Interaction Design and Children, 189-198.

5. Read, J.C., Gregory, P., MacFarlane, S., McManus, B., Gray, P., Patel, R. (2002). An investigation of
participatory design with children - informant, balanced and facilitated design. Proceedings of
Conference on Interaction Design and Children, 53-64.

6. Van den Broek, E. L., Van der Sluis, F., and Dijkstra, T. (2012). Modeling an acoustic profile for
ubiquitous stress assessment. Personal and Ubiquitous Computing 15(6) (in press).

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 89



On Making Engagement Tangible

Egon L. van den Broek"??

Media and Network Services (MNS), Technical Sciences, TNO, Delft, The Netherlands
2Human Media Interaction (HMI), Faculty of EEMCS, University of Twente, Enschede, The Netherlands
3Karakter University Center, Radboud University Medical Center (UMC) Nijmegen, Nijmegen, The Netherlands

vandenbroek@acm.org

Abstract

In this article the complexity of the construct engagement and three theories on this topic are discussed.
Csikszentmihalyi's theory of flow is taken as starting point for the measurement of engagement. The
measurement of each of its eight aspects is discussed, including its pros and cons. Regrettably, no overarching
computational model is available. This article ends with a concise discussion.

Introduction

In Human-Computer Interaction (HCI) and related (multidisciplinary) fields, engagement is often approached as
what one could baptize “a closed gray box”, surrounding an application. The box is mostly closed because the
application is often studied in isolation; that is, solely the application and its characteristics are taken into
account not all processes surrounding it (e.g., its development and marketing). The box is gray because concepts
such as engagement, involvement, and flow are considered as fuzzy concepts, hard to pinpoint. With this article,
I aim to satisfy two aims: i) open up the closed box and ii) bring the box from gray to white.

In this article, I will focus on making engagement tangible. In the next section, the concept engagement will be
discussed, including three theoretical frameworks. Subsequently, | will discuss how engagement can be
measured, using one of the three theoretical frameworks. However, since this is a complex endeavour, | will also
present a coarse but pragmatic approach on measuring engagement. | will end this article with a brief discussion.

The concept engagement

Until recently, there was no consensus present on the concept engagement throughout scientific literature. This is
why | baptized the box to be gray instead of white. However, in 2008 this already changed with O’Brien and
Toms” work with which they answered the question: What is User Engagement? Additionally, they provided a
conceptual framework and a definition for user engagement, with a bias towards its relation with technology. In
this article, | adopt their definition of engagement, which is: “a quality of user experience characterized by
attributes of challenge, positive affect, endurability, aesthetic and sensory appeal, attention, feedback,
variety/novelty, interactivity, and perceived user control.” [1] On the one hand, this definition captures most
crucial aspects of today’s dominant theoretical framework in a concise manner. On the other hand, this definition
requires substantial explanation to enable (true) understanding. However, the concept engagement can also be
linked to various (other) theoretical frameworks. Due to reasons of brevity, we will refrain from providing an
exhaustive review and mention three.

In 1985, Deci and Ryan introduced their Self-Determination Theory (SDT) [2]. Their theory consists of five mini
theories, namely: i) cognitive evaluation theory (i.e., on intrinsic motivation); ii) organismic integration theory
(i.e., on various forms of extrinsic motivation); iii) causality orientations theory (i.e., on orientation toward
environments and regulation of behavior); iv) basic psychological needs theory (i.e., psychological needs and
their relations to psychological health and well-being); and v) goal contents theory (i.e., emerging from the
distinctions between intrinsic and extrinsic goals and their impact on motivation and wellness). Together these
theories aim to assess people’s motivation and/or personality functioning. Although SDT has a high construct
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and ecological validity, it is fragile with respect to content validity. That is, what signals (e.g., biosignals,
questionnaires, and system usage) represent what aspects of what mini-theory? Therefore, | will not adopt the
SDT as theoretical framework.

In 1989, Davis [3] introduced his Technology Acceptance Model (TAM), which he derived from the theory of
reasoned action and related to (information) technology. TAM poses that people’s intention to become engaged
with a system is determined by its perceived usefulness and perceived ease of use. Hereby, TAM assumes that
people are free to act after (s)he has formed an intention to it. However, in practice people’s acts are limited by
various sources, amongst which limited ability, time, environmental or organizational limits, and unconscious
habits. The latter issue limits the ecological validity of TAM significantly. Therefore, | have refrained from using
TAM as theoretical foundation in this article.

In the same period as the previous two theories were invented, Csikszentmihalyi defined his theory on flow [4].
An optimal engagement is closely related to, or the same as, optimal User eXperience (UX) or flow [4]. When
involved in products (e.g., media and games), the underlying goal is to move towards a flow. According to
Csikszentmihalyi [4], this requires: i) a concrete task to complete, ii) the ability to concentrate, iii) clear goals,
iv) immediate feedback, v) deep but effortless involvement, vi) a sense of control, vii) sense of self disappears
but increases unnoticeable during flow, and viii) the internal clock to be influenced. This decomposition
illustrates the complexity of the construct flow, which is even further increased by its relation with constructs
such as motivation, passion, presence, and engagement, which all hint towards the same phenomenon (i.e., the
feeling of optimal UX). Nevertheless, Csikszentmihalyi [4] provided aspects that each by itself can be measured.

Measuring engagement: The eight aspects of flow

The eight aspects of flow (or engagement) as Csikszentmihalyi [4] identified would span up an eight
dimensional space. However, although each individual dimension is appealing and (in principle) could be
assessed via objective measurement, an integral model of engagement, in particular, in real world settings is
beyond reach. Nevertheless, | pose that the theory of Csikszentmihalyi already provides the means to bring the
box from gray to white. Therefore, in the remaining article, | will try to open the box and bring if from lab to life

[5].

Three of the eight aspects of engagement can be measured rather straightforward, namely: a concrete task, a
clear goal, and immediate feedback. Although the level of abstraction people can handle varies considerably
among them, in principle, a concrete task to complete can always be defined (e.g., play a game). The goals
related to the task at hand can be made as explicit as needed (e.g., reach level x of game y). Feedback on people’s
behavior (i.e., on cognitive, affective, or physical level) can be given on several levels (e.g., direct and/or indirect
and conscious and/or unconscious), using all possible modalities (e.g., tactile, auditory, and visual). The
remaining five aspects of engagement are harder to pin point.

The ability to concentrate is known to have a high variance both within and between people. As
Csikszentmihalyi [2] states "To pursue mental operations to any depth, a person has to learn to concentrate
attention. Without focus, consciousness is in a state of chaos.”" (p. 26) So, the ability of concentration can be
assessed using tests founded on mental operations (e.g., calculation), with or without distractors. However, as
such, it is hard to capture the ability to concentrate in real world practice, as this is not a well-developed research
area [6]. Recently, several attempts have been published of measuring the level of involvement of people in real
life situations. For example, in 2009 Sohn [7] investigated the impact of magazine and television social
comparison processes on people’s body perception. For this study, he developed and, subsequently, validated a
new scale, based on the Affect, Reason, and Involvement (ARI) model, measuring involvement in the context of
body image. One year later, Van den Ende, Hoonhout, and Meesters [8] developed a 25 items questionnaire to
measure people’s involvement with audio/video content. However, note that these and other questionnaires most
likely will heavily depend on the task and context at hand.
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Sense of control has been measured in various contexts. For example, in 2002 Dudek, Merecz, and Makowska
[9] have done so in the context of occupation. They introduced their Sense of Personal Control at Work (SPCW)
questionnaire. In the same year, Jackson and Eklund introduced their Dispositional Flow Scale-2 (DFS-2) for
sports, which has been used in various other contexts as well (e.g., gaming) [10]. So, sense of control is
approached from various angles and can be assessed using either validated questionnaires or tailored
questionnaires to the topic at hand, which can be founded on the existing theoretical frameworks and one or
multiple of the related questionnaires. Sense of self can be conveniently assessed using the Sense of Self Scale
(SOSS). In addition, several other questionnaires that assess related constructs can be valuable as well; for
example, the Self-Concept Clarity Scale (SCCS), the Self-Monitoring Scale (SMS), and the Extended Measure
of Ego ldentity Status 2 (EOM-EIS Il) [11]. However, these questionnaires do not anticipate on a quickly
changing level of sense of self, as Csikszentmihalyi [2] describes. So, for the purpose of measuring engagement
such questionnaires do have their limitations.

Roughly one century ago, the notion of human’s internal clock was noticed. Nevertheless, the theoretical
foundation on the internal clock mechanism is still a topic of debate as current models cannot describe all
possible states. Further, research on this issue is limited to lab studies and has not been brought to real life [12].
However, even despite these limitations, significant differences both between people and within people (over
time) have been observed [12]. Taken together, this makes the internal clock mechanism very hard to
operationalize and, hence, to be used to measure engagement in practice.

Discussion

This article sketched the complexity of the construct engagement. Subsequently, it discussed three of the most
influential theories on this topic. Next, Csikszentmihalyi’s theory of flow [2] was taken as starting point for the
operationalization of the measurement of engagement. The measurement of each of the eight aspects of the
theory of flow [2] has been discussed, including its pros and cons. Its most important drawback is that although
each of the aspects can measured by itself no overarching computational framework is available or presented
here. Most likely, such a framework would require a significant additional effort in basic as well as in applied
research.

As was indicated in the previous section, founding the measurement of engagement on Csikszentmihalyi’s eight
aspects is at least labor-intensive if not impossible in real life practice (cf. [5]). In real life contexts, a pragmatic
approach would be of high value, even if it can only bring us a coarse approximation of the level of engagement.
Such an approximation can be derived from many more angles. Let me mention one: Virtual Reality (VR). In
VR settings one distinguishes between immersion and presence, which can be complemented by aspects of UX
(e.g., involvement, interest, and emotion) [13]. Although constructs such as UX do not map one-on-one on
engagement, such related constructs should be considered as well as the methods explored to measure them.

If anything, studying the construct engagement requires that an interdisciplinary stance is taken, including
insights from psychology [4], physiology, information and computer sciences [1], media, organization theory,
and marketing. Moreover, both theory and experience from practice have to be embraced and blended, which is
rare in practice (cf. [8]). Further, one should realize that engagement is of importance on all possible levels and
all possible situations; for example, the engagement of subjects in scientific studies or student with their lectures
[6], of consumers with products [7], of (knowledge) workers with their occupation [9], and of athletes with their
sport [10]. As such, engagement is omnipresent and central in our lives.

In sum, on the one hand, nowadays engagement is acknowledged for its key importance in daily practice. On the
other hand, engagement still has to become more than yet one more buzz word. It has to be defined and
operationalized properly. A definition and theoretical framework was adopted. Moreover, it has been outlined
how engagement can be measured, including its pros and cons. As such this brief article can perhaps provide a
useful springboard for further research.
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What Can Body Movement Tell Us About Players’ Engagement?

N. Bianchi-Berthouze

UCLIC, University College London, London, UK. n.berthouze@ucl.ac.uk

Introduction

With the advent of full-body technology, we are witnessing a growing interest in the role played by the body in
shaping and also measuring experiences [1]. There are three main reasons for this. First, the emergence of
multimodal technology has brought our body back to the centre of the interactive experience. Second, the
availability of increasingly cheaper and unobtrusive motion capture sensors allows for a more feasible analysis
of continuous behaviour. Third, an increasing understanding, from various research fields, of the fact that body
movement and posture affect the way we perceive and evaluate both ourselves and the environment (e.g. [2, 3]),
raises new interesting and challenging questions regarding measuring engagement.

According to the pragmatist philosopher John Dewey and to embodied interaction research [4, 5, 6], experience
is not predefined by the design of technology. Rather, it emerges through the interaction between user and
technology within a context where the body is a vehicle for engagement. This has led HCI and game researchers
to investigate more thoroughly the role of body movement in player experience [7-10]. In [7], the author
proposes a taxonomy of movements that is important to player experience and lets the players appropriate the
game, i.e. actively construct meanings of their own game experience. In this paper, we use this taxonomy and the
studies reported in [7, 12, 13] to suggest body movement measures to gain insight into the player’s engagement.

Body movement as a measure of commitment to gameplay

According to the taxonomy proposed in [7], there are two types of body movements that are related to the
performance of the game: task-control movements and task-facilitating movements. Task-control movements
are the movements set by a game designer for the control of the game. Task-facilitating movements are
movements that players use to facilitate the control of the game (i.e. distributed cognition over body resources
available [14, 15]). Since coordinating available resources requires knowledge about the activity (i.e. the game),
these types of body movements are generally used only by experienced players [14].

What should we measure of these two categories of movements? In [12] and [13], the authors found that players
appropriated the controllers, and hence the body movements to control the game, according to the motivations
that led them to play the game. When they were led by wanting a hard-fun type of game (i.e. challenging their
skills to win the game), players reported using their body movements to exploit optimally the functionalities
offered by the controller to gain points. Hence, a first measure of engagement should provide a measure of the
player’s effort to optimize the control of the game. Four consecutive phases could be envisaged as part of this
optimization process: exploration, consolidation, mastering and performing.

During the exploration phase, the player is engaged in understanding what the control movements are and how
their body can accomplish them. A body-pattern-entropy measure could be used to detect these explorative
phases. This measure could be computed for different body parts or groups of body parts. Investigating the
profile of these measures over time could provide insights into the effort and progress of the players. It could be
expected that, rather than decreasing over time, their profile may be characterized by multiple local minima
(each corresponding to the learning of a particular body movement pattern), until certain body patterns are
acquired. If a player remains in a local minimum for too long and his/her task-control movements are still far
from optimal, boredom or frustration may appear and the player may disengage. When a set of coordinated task-
control movements has been learnt, i.e. their distance from their optimal execution is below a certain threshold,
their consolidation phase may start. In this phase, we may expect that the measure of body pattern entropy may
increase only on the body parts involved in the type of patterns to consolidate. A measure of distance between
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the executed movement and the optimal target movement, together with a measure, over time, of the tuning
exploration space, could be used to capture the player’s effort towards achieving his/her goal.

The phase of mastering may see the emergence of task-related movements (e.g. involvement of other body parts)
to further optimize the learnt control patterns. Differently from the explorative phases, where various body parts
may be involved without really contributing to the game control, the task-related body movements should be
aligned (e.g. in synchrony, or sequentially organized) with the task-control body movements. For example, in
[7], the rhythm of foot tapping (task-related movement) is synchronized with the pressing of the guitar buttons
(task-control movement) in the Guitar Hero music game [7]. Hence, measures of relatedness between task-
control body movements and emerging body movements may be used to detect the players’ engagement in
appropriating the game and creating their own body movement strategies. Finally, during the performing phase,
the player is using the acquired body patterns to win the game. We should expect low entropy at this stage and a
variety of task-control movements being exploited.

Whilst we have presented these four phases as consecutive and fully independent phases, we may in fact expect
that they overlap as the learning of each different movement pattern may not start at the same time. Also, as the
players get better, they may take on new challenges and hence a new learning process may start.

Creation and steering of the interactive game experience.

An important aspect of the player experience is the way the player continuously builds and assigns meaning to
the interaction within the game. The studies reported in [7] show that, through proprioceptive feedback, body
movement plays a key role in facilitating a transition from a pure hard-fun engagement, where the players’
motivations are mainly to win and challenge themselves, to an experience that grounds its pleasure in taking up
the role-play that the game offers. Particularly important in facilitating this shift are role-play body movements.

When easy fun and emotional experience motivated play, players fully engaged with and gained pleasure from
their body movements, even when these interfered with scoring points [7, 16]. Hence, optimal control of the
game may not always be what players look forward to; what players may be working towards is to achieve
enjoyable role-play movements. Automatic recognition of role-play body movements may be necessary to
measure automatically such types of engagement. The increasing availability of data captured using new
movement sensing technologies (e.g. CHALEARN Gesture Challenge') is providing the space and the resources
for such capabilities to be developed and we are assisting with a steady progress in this direction [17-22].

Another source of information on the engagement of the players is provided by their affective and social body
expressions. Various efforts have been made to create software that can automatically recognize such
expressions [11], with increasing interest in naturalistic expressions. For example, [23, 24] have investigated
this question in the whole-body game context with promising results. The recognition of these expressions not
only informs us of how the player feels but also about the player’s motivations for playing the game. In fact,
hard fun and easy fun are generally characterized by a different set of emotions [7]. Furthermore, it may also be
interesting to explore when the affective expressions may appear to be acted (i.e. part of the role-play). This may
shed light on when how the players are actively building the social and affective parts of their experience.
Finally, recognizing the players’ affective body expressions can also provide information about their action
tendency, i.e. their readiness to act upon the events [25].

A problem related to the detection of affective expression is its dependence on the type of action that is
performed (e.g. a backhand vs. forehand in a tennis game). Studies on acted body expressions (e.g. [11, 26])
have shown that certain features for affective body expression discrimination appear to be constant over different
types of action. However, the fact that these results are based on acted expressions may raise the concern that
this could be true only for stereotypical expressions. It would be interesting to explore computational models that
can optimize the solution of the affective discrimination problem by automatically exploiting information about

! http://www.kaggle.com/c/GestureChallenge. Downloaded on 1 April 2012.
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the context (i.e., type of action, identity of the person, etc.). These kinds of approaches have shown promising
results (e.g. [27]) in the recognition of emotions by using computational models that co-learn tasks that are
orthogonal to emotion recognition (e.g. learning to recognize person identity) by exploiting the knowledge that
these tasks are based on quasi-orthogonal (i.e. separate) features. This could be the case with action and emotion.
In fact, results by Atkinson et al. [28] have highlighted that, whereas recognition of the type of action being
performed (e.g. walking vs. playing tennis) is based on local body joint information, recognition of the affective
content of an expression is based on overall measures of body configuration and dynamics.

Conclusions

The emerging full-body technology and the increasingly cheaper motion capture systems offer interesting
possibilities for the design and evaluation of entertainment technology. Body movement is a very important
source of information about player experience. It offers the means to measure how the player is appropriating the
game and at the same time it is a window on the player’s affective experience. The field is emerging and
providing interesting features for measuring player experience. We propose here to investigate changes in body
movement entropy as a way to gain insight on how the player is appropriating the game control. Four different
phases were discussed where the profile of such measure may differ: exploration, consolidation, mastering and
performing. Furthermore, affective and social body expressions may be used to measure not only how the
players feels but also to understand if the players is actively building a hard-fun type of experience or if s/he is
looking forward to an easy-fun type instead. When easy-fun is the main motivation of the player, the body
patterns to be measured are also (and possibly mainly) the role-play ones rather than only the ones to optimally
control the game.
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Spatial memory is highly relevant in biology because it is related with both individual and species survival.
Among behavioural tests, one of the most suitable devices for measuring spatial learning and memory is the
radial arm maze (RAM) [1,2]. Briefly, RAM consists of eight horizontal arms (57x11 cm) placed radially around
a central platform above the floor. Automated doors (20 cm high) are located at the entrance of each arm (Fig.
1). Experimental subjects are placed on a central platform from which they have to collect hidden baits placed at
the end of the arms.

The standard version of the RAM animals are habituated to the environment, placed on the central platform and
allowed to explore the maze for 15 min per day. Reinforcers (or baits) are scattered on the arms. On the last day
of habituation (day 3), the amount of reinforcer is reduced to half, and the session ends when all eight arms have
been visited. Following habituation, the animals are trained one session per day for eight consecutive days. One
piece of reinforcer is placed at the end of each arm in a well that hides the food from sight, and the animal is
allowed to freely explore the maze. Each session lasts until (a) all eight arms have been entered (consider enter
an arm when the whole body, except the tail, is inside the arm), (b) 10 min passed since the start of the test, or
(c) 2 min passed since the animal’s last arm entrance [3,4]. Arm entries are recorded for later analysis. To
prevent odour cues, the maze must be wiped clean between animals. The variables commonly used for the
analysis of the performance are (a) the number of errors in each session (entering an arm that has been visited
previously counted as an error) and the total number of errors across eight sessions, (b) the number of correct
choices in the first eight arm entries of each session, (c) the location of the first error in each session, (d) the
number of adjacent arm entries in each session, (e) the time taken to visit each arm (total time to complete the
session divided by the total number of arm entries), and (f) the number of sessions to reach the criterion of one
error or less, averaged over four consecutive days of training [3-5]

There is extensive evidence that attending to the visual cues located outside the apparatus is one of the elements
that subjects use to avoid re-entering the different arms in RAM. Furthermore, at least in rats, a correct

Figure 1. Schematic diagram of the eight-arm radial maze.
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performance of the task seems to depend primarily on extra-maze cues [6]. On contrary, olfactory cues were
rather related with the improvement of choice accuracy in reduced-visibility situations [7]. Avoiding revisits has
been directly related to the amount of surrounding environment cues available, as well as to the viewing duration
[8] Moreover, when extra-maze cues predicted the reinforced arms, rats performed almost perfectly on the RAM,
whereas following intra-maze cues (such as odour) push performance outcome not better than chance [9]. In this
sense, it seems that external cues apparently control choice behaviour when they are easily accessible [10].
Under these circumstances, each visit to an arm may be regarded as a go-no-go discrimination based on extra-
maze cues [10]. Finally, it was assumed that when extra-maze cues are limited a representation of spatial
locations rather than intra-maze cues might be used when navigating in the radial maze [11].

Modifications of the initial procedure permitted the distinction of spatial working memory errors (double entries
into baited places) versus spatial reference memory errors (entering never baited arms) [12]. This version of the
RAM aims to test working and reference memory at the same time. In their version of the task, only four maze
arms are baited [13]. The same maze arms are baited each day and, across sessions, the rats learn to ignore the
remaining four arms, which never contain reward. This is the reference memory component of the task, and
entry into a never-baited arm is considered a reference memory error. Within a training session, re-entry into one
of the four baited arms would be considered a working memory error.

Traditionally, the most extensively studied species in the RAM is the rat. However, a number of experiments
have recently demonstrated that another rodent, Octodon degu (O. degu), is also a valid model for testing
reference and working memory in this paradigm.

The experiments in our laboratory show that O. degu are able to learn the task following the traditional protocol
for reference memory evaluation, as well as the combined protocol for assessing both working and reference
memory (unpublished data). Moreover, animals show a clear learning curve in several variables registered, such
as latency to the reinforced arms, total time to complete the essay, the number of errors committed within
session, and the number of errors at the end of the training. Furthermore, it has also proved to be sensitive to the
temporary impairment in memory caused by sleep deprivation. In this sense, this model results not only valid as
a memory testing in normal states, but also in discriminating possible deficits in memory following different
protocols for memory impairment.

Conclusions

RAM is a consolidated paradigm for the evaluation of memory. Despite the fact that the most extended model
used in this kind of experiments is the rat, RAM has also demonstrated its validity across other animal species
(including humans). Over the years, different versions and variations of the RAM have developed, all of them
proved as solid as the traditional regarding memory assessment. Accordingly, animal models have also
augmented. O. degu is a rodent that has been lately discovered as a valid experimental animal to test memory
impairment associated with dementia. In this sense, evaluating the performance of this recent model using RAM
results very useful to understand multiple cognitive and behavioural components of memory testing. Moreover,
the validity demonstrated with this paradigm opens numerous possibilities within the field of memory and
learning studies, especially those regarding cognitive impairment, which in last term will contribute to a better
knowledge of these processes.

The research leading to these results has received support from the Innovative Medicines Initiative Joint
Undertaking under grant agreement No 115009, resources of which are composed of financial contribution from
the European Union’s Seventh Framework Programme (FP7/2007-2013) and EFPIA’s in kind contribution
(Www.imi.europa.eu).
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Alzheimer’s disease is a progressive brain disorder that causes a gradual and irreversible decline in memory and
cognitive abilities. Until today the pharmacological therapy of AD is still limited to symptomatic temporary
improvement or stabilization of cognitive performance and the reduction of neuropsychiatric symptoms of the
disease. Five drugs are currently marketed for the treatment of AD including four cholinesterase inhibitors —
tacrine, donepezil, galantamine, and rivastigmine — and one glutamate antagonist (memantine). However,
owing to the extensive and multifocal nature of neurodegeneration in AD, the effects of transmitter modulators
are modest. In recent years, a new therapeutic approach (disease modifying approach) has emerged. Unlike
treatment that target symptoms, disease modifying therapies interact on the natural course of the disease by
interrupting early pathologic events thus preventing underlying pathophysiologic processes. Although very
promising, to date none disease modifying therapies have been clearly shown to be efficacious. In this context,
the development of new drugs with symptomatic effect remains necessary.

The clinical development of drugs in Alzheimer’s disease has been confronted with challenging methodological
difficulties. Taking into account the financial stakes involved taking drug candidates to the phase Il stage of
development, and the risk of investing time and resources fruitlessly in the evaluation of poor candidate drugs,
the crucial decision remains whether to proceed from phase Il to phase Il (Go/Nogo). The aim of phase Il
studies is to select a molecule likely to be effective in phase Il but also to eliminate candidate-drugs with an
inadequate effect. No consensus currently exists on the best possible design of Phase Il studies to inform the
Go/Nogo decision optimally. At present time, neuropsychological-based tools are the most established and
approved method of assessing outcomes in AD pharmacotherapy in part because they are widely available and
do not require technological instrumentation. Because of the difficulties in demonstrating the efficacy of a
candidate-drug using only clinical and cognitive tools, development of new assessment tools have become more
important over the past few years [1].

Neuropsychological assessment

The Alzheimer’s Disease Assessment Scale-Cognitive subscale (ADAS-Cog) represent the most used cognitive
scale to evaluate disturbances of memory, language, praxis, attention and other cognitive abilities which are
often referred as the core symptoms of AD. Several systematic reviews reported significant improvement in
ADAS Cog score in MCI or AD subjects treated with donepezil, reflecting beneficial effects on cognitive status.
In contrast, in healthy volunteers (HVT), donepezil induces a slight improvement in the retention of training on
complex aviation tasks, verbal memory for semantically processed words and might improve long term visual
memory. Moreover, two studies reported transient negative effects on episodic memory and no improvement in
the Canbridge Neuropsychological Test Automated Battery (CANTAB), a computer-based cognitive assessment
system consisting of a battery of neuropsychological tests.

EEG recording

It was recently reported that the electroencephalogram (EEG) could be a technique to predict the evolution of the
Alzheimer disease [2]. Resting-state EEG is a suitable technique for monitoring the effects of pharmacological
interventions because it is a highly reproducible condition that does not depend on task difficulty and subjects’
anxiety and cooperation. Data available in the literature indicated that long- and short-term treatment with
donepezil reduced significantly the deterioration of EEG spectral activity and REM sleep EEG disturbance
observed in AD patients correlated with cognitive improvement rate on the ADAS-cog. In a small study, it has
been demonstrated the ability of a qEEG variance combined with a delayed recognition memory task to
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measure accurately treatment effects on patients with AD. In healthy elderly subjects, a single dose of
memantine has been shown to compensate diurnal vigilance fluctuation measured by EEG recording.

Another EEG component, the P300 is of special interest as it is related to brain functions such as cognition and
attention, which are severely impaired in patients with dementia. In AD patients performing auditory and visual
oddball tasks, significant P300 latency changes were observed already during the first month of donepezil
administration and were significantly correlated with various neuropsychologic tests scores changes. It has been
suggested an effect of donepezil more evident, in the advanced stage of AD. EEG studies seems to confirm the
validity of neurophysiological measurements as an additional instrument to evaluate the pharmacologic response
to drug in patients affected by cognitive impairment since the effect of donepezil was rapidly and consistently
evident. However there is a lack of data on healthy people.

Measurement of imaging markers

Neuroimaging techniques, which can reliably and noninvasively assess of neuroanatomy, chemistry, physiology
and pathology, also hold promise as biomarkers. Neuroimaging is based on two different methods: MRI with
different acquisition sequences; metabolic imaging by PET scan [3].

The clinical trials, using structural MRI technique to quantify the effect of drugs on brain structure volume
changes, have confirmed that hippocampus was the most sensitive structure to change in AD patients exposed to
donepezil or memantine treatment. These anatomical modifications have been shown to relate closely to
neuropathologic and clinical data. Only one study failed to show alteration of hippocampal volume after 2 years
of donepezil treatment in AD patients. Other anatomical structures such as white matter and whole brain, have
also been studied but did not show any volume changes after donepezil therapy. These findings support the
feasibility of using hippocampal atrophy detection by MRI as outcome measures in dementia treatment trials.
However, shorter-term effect of these drugs has not yet been investigated in healthy subjects and AD patients.

Functional MRI is uniquely suited for evaluation of cognitive- enhancing agents. In 2 cognitive paradigms of
visual memory, donepezil has been reported to produce activation in the ventrolateral prefrontal cortex and in the
fusiform gyrus in patients with MCI or AD. In another study, donepezil has been shown to reverse the deficit of
activation in fronto parietal region during a working memory task in patients with MCI. Furthermore, in a
context of sleep deprivation-induced episodic memory deficit, donepezil enhanced activation of cerebral regions
involved in attention and memory encoding processing during a semantic judgement task. Lastly, it has been
observed during an auditory attention control task, a decreased of the prefrontal cortex and anterior cingulate
cortex activation after memantine administration. Despite the limitations inherent to methodological problems
and small sample size of these studies, results point to specific cortical substrates underlying the actions of
donepezil and memantine, which can be tested in future studies. It appears as a sensitive imaging marker for very
short-term therapy.

The (18)F-fluorodeoxyglucose (FDG-PET) technique was used in clinical trial to detect biochemical changes in
tissue that precede anatomical changes. A study conducted in resting conditions have demonstrated that
treatment with donepezil in AD patients may slow the decline in functional brain activity in right parietal lobe,
left temporal lobe and right and left frontal lobes. In addition, it has been showed that the metabolic changes
induced by donepezil, during a passive audio-visual stimulation, were limited to the right hippocampus and the
left prefrontal cortex and independent of effects on cognitive performance. Finally, in patients treated with
memantine for 52 weeks, it has been reported that glucose metabolism in all brain areas studied was preserved
longer.

In conclusion, the physiological endpoints mentioned above might constitute a set of surrogate markers of
cognitive-enhancing drug response. More sensitive neuropsychological tests or physiological endpoints like
imaging and electrophysiological techniques could be relevant as biomarker of pharmacological intervention and
could improve the selection of more efficient drug during the development of new compounds.
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The grey mouse lemur, a non-human primate model of aging

Mouse lemur (Microcebus murinus) is a nocturnal prosimian primate originating from Madagascar with a life
expectancy of 8-10 years. The grey mouse lemur presents specific characteristics that make it a good primate
model to study and evaluate behavioral and cognitive parameters. In particular they have a small size and weight
(80 to 120 g) with an omnivorous dietary habits, and the possibility to assess their behavioral and cognitive
performances with specific tasks which have been developed and adapted in our laboratory [1,2]. Some mouse
lemurs spontaneously develop cognitive impairments after five years or older [3]. These cognitive impairments
have been related in particular with age-related cerebral atrophy [1]. Among the cognitive task available to
evaluate mouse lemurs cognitive performances, we use the circular platform task that evaluate spatial reference
memory (hippocampus-dependent), and consists in a less stressful version of the Morris water maze.

The circular platform task

The circular platform task apparatus was an adaptation of the device described by Barnes [4] for mouse lemurs.
It consisted of a white circular platform (diameter, 100 cm) with 12 equally spaced circular holes (each 5 cm in
diameter) located 3 cm from the perimeter. The platform could be rotated. The maze platform was placed 60 cm
above the floor, and a cardboard nest box (10 cm x 10 cm x 20 cm) could be inserted and removed beneath each
hole and served as a refuge (goal box). To prevent the mouse lemur from escaping, the platform was entirely
surrounded with a white wall 25 cm high and covered with a transparent Plexiglas® ceiling that permitted the
mouse lemurs to see the extra-maze visual cues. The apparatus was surrounded by a black curtain hung from a
square metallic frame (length of the side, 120 cm) located 110 cm above the floor. The roof of the frame was a
one-way mirror to allow observation. Attached beneath the one-way mirror and along perimeter of the maze
(about 50 cm above the platform), there are 24 evenly spaced 2-W lights, illuminating the maze. The maze center
was also illuminated with a 60-W light. Between the one-way mirror and the upper edge of the wall, various
objects were attached along the inner surface of the curtain to serve as visual cues. The starting box was an open-
ended dark cylinder positioned in the center of the platform. Transparent radial Plexiglas partitions (25 cm high
x 20 cm long) were placed between the holes to prevent the strategy used by some mouse lemurs to go directly to
the periphery of the platform and then walk along the wall and inspect each hole one by one. Consequently,
animals had to return to the center of the platform after each hole inspection.

Animals were given one session of habituation and training (day 1) and one session of testing (day 2). Each
session included four trials, each of which began with placement of the animal inside the starting box. After 30
seconds, the box was lifted to release the animal. For the lemurs, the objective was to reach the goal box
positioned beneath one of the 12 holes, kept constant relative to the cues for all trials. When the animal entered
the goal box, the trial was stopped, and the animal was allowed to remain in its nest box for 2 minutes. After
each trial, the platform was cleaned and randomly rotated on its central axis to avoid the use of intra-maze cues,
although the position of the goal box was kept constant relative to the cues.

On day 1, trials 1 and 2 consisted of placing the animal in a four-walled chamber containing only the opened
goal compartment (one-choice test). For trials 3 and 4, the platform comprised six evenly spaced open
compartments (six-choices test). These two trials permitted the animal to explore the maze, observe the visual
cues, and further learn the position of the goal box. On day 2 (testing day), 12 compartments were opened during
the four trials. Performance was assessed based on the time required for the animal to reach the correct exit
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(expressed in sec) and the number of errors (wrong quadrant visit) prior to reaching the goal box. Data were
expressed as the mean time to reach the correct exit and mean number of errors during the 4 trials of day 2.

Results

The mean number of errors was 1.8 for the young adult group and 6.3 for the older group (see Figure 1). The
difference between young and aged was significant (unpaired t-test, p=0.043 ; t=2.216 ; df=14). However, a
large individual variability emerged within the older group, with some of the older animals performing as well as
younger ones, whereas other older animals were severely impaired. A significant correlation between age and
performance was identified (r = 0.67, p < 0.01).

Conclusions

The circular platform test seems to be adapted to observe significant age-related cognitive impairments in grey
mouse lemurs.

Ethics statement

All experiments were performed in accordance with the Principles of Laboratory Animal Care (National
Institutes of Health publication 86-23, revised 1985) and the European Communities Council Directive
(86/609/EEC). The Research was conducted under the authorization n° 91-305 from the “Direction
Départementale des Services Vétérinaires de I'Essonne” and the Internal Review Board of the UMR 7179. All
the experiments were done under personal license (authorization number 91-460, issued 5 June, 2009) delivered
by the Ministry of Education and Science.
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Figure 1. Performance. expressed as the number of errors before finding the correct exit of young and aged adult mouse
lemurs in the circular platform task.
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Introduction

Operant chambers equipped with touch-sensitive screens (“Touchscreens’) are becoming an increasingly popular
technique for the development of novel paradigms for use in cognitive testing [1]. Here, we describe techniques
and pilot data generated by members of the PharmaCog touchscreen working group within the Innovative
Medicines Initiative. PharmaCog is dedicated to establishing imaging, biochemical, electrophysiological and
behavioural translatable biomarkers for use in research into Alzheimer’s disease (AD) and mild cognitive
impairment (MCI). The touchscreen working group, comprising members from 5 pharmaceutical companies, is
tasked with harmonising and validating touchscreen protocols for use in mice. The first large cross-site study
aims to assess the reproducibility of pharmacological effects using donepezil, memantine and scopolamine on
visual discrimination (VD) performance in trained young c57/bl6 mice. We will then compare the VD
acquisition performance of three transgenic mouse models of amyloid pathology in Alzheimer’s disease: PDAPP
(APP7.;7); Tg TASTPM (double mutant APPgye X PS1yiev); Tg APP-PS2-Tau (triple mutant APPgye X PS2y1411 X
Taupsoy ), and age-matched wild-type C57BL/6J control mice. We are in the process of comparing protocols to
assess paired associate learning in these mice.

Visual Discrimination

All experiments were performed in compliance with the European Commission Directive 86/609/EEC and had
approval by the local ethical review committee at each laboratory. In a visual discrimination task, the rodent is
presented with pairs of stimuli [2]. The same pair is used throughput the study and one of the stimuli is deemed
the correct response and is given an appetitive reward (food pellet or sucrose - dependent on the hardware). If the
animal makes an incorrect response there is a timeout period in which the house lights are turned off and no
reward is given. If the animal fails to respond within x sec then it is counted as an omission, and the next trial
begins. Prior to VD training the animals are trained to respond to a white box on the screen using a 4-stage
procedure. Pilot strain-comparison data showed that DBA/2J and 129S mice were slower to learn to respond to
the screen than CD1 and ¢57/bl6 mice. However the DBA/2J mice were subsequently faster to acquire the VD,
then the 3 other strains.

The cross site study will start in April and be conducted within three laboratories. Male ¢57/blé mice will be
trained to criterion in the VD task. They will then be treated with donepezil, memantine and scopolamine
(serially) to assess the reproducibility of data across sites and the impact of AD relevant pharmacology on
performance in trained animals. To this aim, we attempted to harmonise the protocols wherever possible. We
agreed on independent variables such as the inter-trial interval (10s), use of correction trials (to be included),
length before omissions (30s), time-out duration (10 s), trial number (30) and session duration (45 min) by
consensus. Stimuli will be presented in two apertures cut in a black mask covering the touchscreen sized 5 x 7.5
cm, and change locations from trial to trial in a counter-balanced fashion We performed pilot studies to
determine the appropriate stimuli to use for further studies. Initial data from two sites showed strong preferences
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for certain images, but that performance was matched when “lines’ and “circle’ were used (see Figure 1). These
findings were confirmed within two additional laboratories and selected as the stimuli to be used.

We will also profile the three transgenic lines selected for use within PharmaCog using the harmonised VD
protocol. Preliminary data has shown that aged male TASTPM (15 — 18m) were unimpaired in the VD
acquisition. Indeed the mice showed enhanced learning compared to age-matched wild type ¢57/bl6 mice, and
were comparable in their performance to young (6m) male c¢57/bl6é mice. Using a different amyloid transgenic
line, tg2576, aged female mice (13m) were again shown to have enhanced performance relative to wild type
control animals. This study also examined the pretraining regimen used to train animals to respond to the screen.
The results suggested that lengthy pretraining protocols introduced variance into the subsequent VD acquisition
data.

Paired Associates Learning

The second task that the team is exploring is paired associates learning (PAL). Poor PAL performance in MCI
patients has been shown to be predictive of AD pathology [5]. In this task, a subject must remember not only the
visual stimulus that he has been presented with, but also where it was located (‘what’ and ‘where’). A rodent
version of the task has been developed using touchscreens in both in rats [3] and mice [4]. In this paradigm an
animal is presented with, typically, 2 stimuli in 2 of 3 apertures within a touchscreen mask. An animal learns that
it must respond to. stimulus A, e.g., when it is in location 1 but not when it appears in locations 2 or 3 (Figure 2).
Hence the animal must learn to associate a visual stimulus with a specific location (*what” and ‘where’). It is also
possible to increase or decrease the possible combinations of stimuli and location by increasing the number of
apertures (i.e. possible locations) and / or changing the number of stimuli that are presented animal is presented
with. Studies are ongoing to optimise the number of stimuli and locations to detect deficits in AD transgenic
models. PDAPP mice show acquisition deficits in a simple version of the task in which 2 stimuli are presented
within 4 locations (4 permutations) compared to age-matched wild type littermate control animals.

Discussion

Touchscreens are a relatively new technology that confers significant advantages over traditional lever-equipped
operant chambers due to the range of stimuli that can be presented to the animal. Furthermore, there is
translational potential to have analogous paradigms across species including humans. This large collaboration
demonstrates the clear advantages inherent in the consortium approach. This multisite series of experiments will
allow for novel protocols to be further developed, harmonized and validated rapidly with the aim of identifying
translatable paradigms that are sensitive to AD pathology in transgenic mice and hence can be used in drug
development and research into MCI and AD.
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VD is simple task and we did not anticipate a learning deficit in these mice. If the selective deficit in PAL in the
amyloid transgenic animals is found to be robust, this would provide strong validation for the use of this
paradigm in AD research. It would demonstrate that amyloid pathology can produce a selective deficit in PAL
acquisition rather than a non-specific deficit in touchscreen-based learning per se which could potentially reflect
a non-cognitive phenotype such as visual deficit. The final stage of this project will be to assess drugs currently
used for the symptomatic treatment of AD (donepezil and memantine) and amyloid lowering compounds against
performance deficits in mouse models of Alzheimer’s disease in touchscreen tasks.

The research leading to these results has received support from the Innovative Medicines Initiative Joint
Undertaking under grant agreement No 115009, resources of which are composed of financial contribution from
the European Union’s Seventh Framework Programme (FP7/2007-2013) and EFPIA’s in kind contribution
(www.imi.europa.eu).
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Introduction

Mild cognitive impairment (MCI) is a brain disorder in which cognitive abilities are mildly impaired. Subjects
with MCI are of major clinical importance because they have an increased risk of developing Alzheimer-type
dementia. Appropriate animal models are necessary in order to understand the pathogenic mechanisms of MCI
and develop drugs for its treatment. Although MCI is associated with a variety of symptoms, memory deficits are
a dominant feature of the syndrome and is essential to select appropriately difficult behavioural tasks in order to
point out the deficits can be associated with neuropathological alterations. We are all aware of the detrimental
effects of sleep loss. Preventing or disrupting sleep after the acquisition of new information have been repeatedly
shown to impair the recollection of memories. Few studies have investigated, however, the role of sleep prior to
the learning experience in affecting subjects’ ability to acquire new information. We examined the effect of 6h of
total sleep deprivation (TSD) by gentle handling immediately before the learning process, in two different
mnemonic tests: the novel object recognition task (NOR) and the single-day Morris-water-maze task (1d
MWM).

Materials and Methods

We assessed recognition memory in Sprague-Dawley rats (4 months old) after 6hrs of total sleep deprivation by
gentle-handling performed at 2 different periods of the resting phase, respectively during the first 6 hours (0-6h)
and the last 6 hours (7-12h) after lights on. Both time points were tested in each of the subjects. Tests were
carried out 3 weeks apart. Immediately after sleep deprivation, during the acquisition phase, animals were
allowed to familiarize with 2 identical objects for 10 minutes in PhenoTyper cages (Noldus Information
Technology, Wageningen, The Netherlands). To test recognition memory, after a 1h delay, animals were
presented with 2 objects (recognition phase): one was identical to the previously presented objects (Familiar
object), the other one was never seen before (Novel object). During the delay time animals were placed in their
own home cages. Automated tracking was performed using the EthoVision® XT software (Noldus Information
Technology, Wageningen, The Netherlands).

The distance moved by each animal in the cage (cm) and the duration (s) of when the nose of the animals was
tracked within a 2 cm area around the objects were recorded. Recognition memory was inferred by comparing
the time spent exploring the novel object vs. the familiar one, during the recognition session. Object type and
position of the novel object were randomized.

Furthermore, we focused our studies evaluating the effects of TSD in a spatial learning task. A modified
experimental classic protocol of the Morris water maze was adopted. A circular pool with a diameter of 130 cm
and a height of 90 cm, filled with 20+1 °C water to a depth of 60 cm, was placed in a completely dark room. The
maze was divided into four equal quadrants and release points were designed at quadrant as NW, SW and SE. A
hidden circular platform (11 cm in diameter), was located in the centre of the NE quadrant, submerged 1.5 cm
beneath the surface of the water. In order to increase the colour contrast between the water and the animal, a
nontoxic paint was used to get the water darker. Fixed, extra maze visual cues were present at various locations
around the maze. The task requires rats to swim to the hidden platform guided by distal cues. Immediately after
6h hours of total sleep deprivation (0-6h), rats were subjected to three blocks of 3 trials each, with an inter-trial
time of 1lh. Three different starting positions were equally distributed around the perimeter of maze and
randomized within each block. After reaching the platform, rats were allowed to remain there for 30 s until the
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start of the next trial. The animals were given a maximum of 120 s to find the platform; if they failed to find the
platform in this time, they were placed by the experimenter on the platform and allowed to stay there for 30 s.
After completion of each block of trials, the animals returned to their home cage. 1h after the end of the 3 blocks,
an extra 120 sec trial (probe trial) was performed. Platform was removed and time spent in each quadrant was
recorded. A camera was mounted above the center of the maze and automated tracking was performed using
EthoVision® XT software. For all the trials, time (s) spent to find the platform (latency) and total travelled
distance were measured. Moreover the time spent in each quadrants was recorded during the probe trial.

Results and Discussion

Regarding the NOR task, we found that locomotor activity was not affected by SD protocols. On the other hand,
sleep deprivation impaired object recognition when it occurred during the first 6 hours of the light phase. When
TSD was postponed to the last 6 hours of the light cycle, it had no effect on cognitive performance. Control rats
behaved similarly both when the test was administered in the light and in the dark phase.

In the spatial learning task (1d MWM), learning occurred in both animal groups; animals during the probe trial
spend majority of the time swimming within the quadrant where the platform was previously placed. The mostly
interesting point is that total sleep deprived animals didn’t learn the position of the hidden platform as fast as the
controls animals.

These findings show that preventing the initiation of sleep at the end of a normal period of activity (i.e., when
homeostatic sleep pressure is high) impairs subsequent learning. 1) TSD has been proved to be a valid challenge
in order to induce acutely MCI in rodents; 2) we demonstrated that both NOR and single-day MWM can detect
TSD-induced MCI; 3) Pro e cons of the two different techniques are weighted. Therefore these behavioural tests
allow to study the role of drugs during the different stage of the memory shaping.

Ethical statement

The experiments received authorisation from the Italian Ministry of Health, and are conducted following the
principles of the NIH Guide for the Use and Care of Laboratory Animals, and the European Community Council
(86/609/ EEC) directive. Rats are housed and used according to current European Community rules.
Experiments on rats are approved by the research committees from the University of Verona and Italian National
Institute of Health
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Whole Body Vibration and Spatial Learning: c-Fos and ChAT as Neuronal
Correlates of Cognitive Improvements
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It has been well established that physical activity (exercise) by way of running wheel or treadmill activity
improves motor and cognitive performance in (sedentary) mice [1,2,3]. This type of exercise, however, cannot
be performed well by aging mice or mice with motor deficiencies. Notably the amount of voluntary exercise of
old mice in running wheels decreases largely (up to 90% as compared to young mice). Here, we aimed to find an
alternative type of exercise and examined whether whole body vibration (WBV) as a form of passive exercise
can improve motor and cognitive performance. WBYV stimulates the entire body, including brain, via controlled
vibrations as used in human power plates. A scale model was build for mice, by which different frequencies and
g-forces could be applied to mice [4]. The mice were placed in a cage which was directly connected to the
vibrating platform of the vibrator located in the middle of the cage. Mice received WBYV for 5 weeks, 10 minutes
per day, week days only. Pseudo-WBYV was performed by placing the mice in the cage in the absence of the
actual vibrations. WBV continued during the days of testing, but was always performed after the behavioral
testing was done at the end of the day in order to prevent acute effects of WBYV on behavior. No signs of distress
or anxiety were observed during the 10 minutes of WBYV treatment. In NMRI mice, three frequencies (20, 30 and
45 Hz) and two g-forces (0,2 and 1,9 g) were compared for the capacity to improve motor performance, using
rotarod, hanging wire and balance beam as tests. Best motor performance was found at 30 Hz and 1,99 [4].
Thereafter, these settings were used as standard, and the balance beam test the standard test for motor
performance. Next, C57BL6 or CD1 mice (3 or 24 months of age) received these mild vibrations. WBV
improved sensory-motor abilities as measured in the balance beam test, irrespective of age and strain. Learning
and reversal learning in a Y maze was used as a spatial learning task. Results in C57BI6 mice showed a
significant improvement in Y-maze learning (rate of acquisition), but no improvement in Y-maze reversal
learning [3]. A direct comparison of WBYV, running wheel and treadmill activity revealed that the cognitive
improvement in the Y maze by WBV, although somewhat less, was of a similar degree as induced by the active
forms of exercise. WBV in CD1 mice failed to show significant improvement in the Y maze, in contrast to the
improvement of motor performance. The improvements in motor performance due to WBV developed at a
slower in old than young subjects. To examine the neurophysiological brain changes induced by WBYV treatment,
c-Fos and ChAT immunoreactivity was measured in experimentally naive young C57BI6 or CD1 mice after 1, 3,
and 5 weeks of WBYV, and one day after 5 weeks of WBV. Pseudo-WBYV treatment served as control. The results
showed that hippocampal c-Fos expression gradually and strongly increased in C57BI6 mice after 1, 3 or 5
weeks, but only marginally in CD1 mice. c-Fos expression was back to baseline values one day after the last
WBYV session. The pattern of c-Fos expression in the brain, with areas reacting in varying degree from highly
activated to no change, suggests that sensory stimulation via the whiskers is a primary pathway by which WBV
stimulates the brain [5]. Strong increases in c-Fos staining were observed in hippocampal CA1 and CA3 regions
and the prefrontal cortex, among others. In contrast to c-Fos, no significant WBV-induced changes were found
for Arc or Egrl/zif268. Immunoreactivity for choline-acetyltransferase (ChAT), the acetylcholine synthesizing
enzyme, was measured in the nucleus basalis, medial septum, hippocampus, neocortex and amygdala (C57BI6
mice only). No WBV-induced changes were found in the nucleus basalis, whereas significant increases were
found in the medial septum. The WBV-induced increase in the medial septum was lost one day after the last
WBV session, but remained present in hippocampus, neocortex and amygdale. The ChAT data suggests
increased cholinergic responsiveness due to WBV, like described for physical exercise [6]. Significant changes
in the hippocampal ChAT staining, probably contributing to cognitive improvements, developed slightly slower
than the improvements in motor performance. This suggests that WBV is slightly more effective in improving
sensory-motor abilities than spatial learning abilities. Taken together, these findings indicate that WBYV as a form
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of passive exercise is suitable for improving cognitive performance in young and old subjects. It also suggests
that c-Fos and ChAT are WBV-specific neuronal correlates serving a ‘priming’ of the septohippocampal circuit
for improved acquisition of spatial learning. A next step.we made was to study the effect of WBV on cognitive
performance in humans. Recent studies at our University within a consortium of Life Sciences, Movement
Sciences and Neuropsychology revealed that WBYV significantly improves cognitive performance (Stroop test).
Taken together, our data clearly shows the potential of WBV as an intervention to improve motor and cognitive
performance in subjects not able (or willing) to perform active forms of exercise. This is of particular interest to
aging human subjects in need of an alternative, non-aerobic type of exercise.
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Abstract

The goal of this special session is to investigate the role of sensor and behavior measurement in persuasive
systems, in particular systems that are aimed at adherence to exercises and sustainable behavior change of
humans, such as virtual coaching and training systems.

Persuasive settings can be characterized as communicative contexts in which it is common ground that one
participant intentionally tries to change the behavior of another participant. Persuasive settings are dominant in
health, education and commerce: a doctor tries to convince a patient to take the prescribed medication, a packet
of cigarettes ‘warns’ a smoker for the lethal effects of smoking, and a salesperson tries to sell a particular
product for a particular price. Persuasion often incorporates elements of resistance and contradiction: resistance,
because without support of the persuader the individual will not show the desired change; contradiction, because
despite the knowledge that a particular behavior supports an individual’s well-being, something withholds the
individual to perform the desired behavior in practice. Patients, for instance, may find exercises too strenuous or
may simply forget the medication, smokers may lack motivation to quit smoking and the salesman’s price may
be too high. Persuasion is, therefore, a precarious process where timing, modality and content of messages
should be carefully chosen to avoid the individual’s withdraw and a premature stop of the communication
process.

Currently, an interest emerges in developing automated systems that provide behavior changing support to
patients and consumers without human interference. In these systems, methods from so-called persuasive
technology are applied to implement effective communication strategies that support self-care, adherence to
prescribed exercises and sustainable behavior change. These systems provide for anonymous and frequent
monitoring, feedback and counseling that would otherwise be impossible. Modern mobile technology and web
applications enable the delivery of advice and interventions in the appropriate form and modality, at the
appropriate time, location and device; wearable sensors enable continuous measuring of relevant momentary
information. In persuasive settings, tailoring of information plays a central role. Superfluous interruptions,
erroneous messages and irrelevant information have to be avoided as much as possible. As a result, these
systems should become familiar with a blend of characteristics of the individual and its environment: the current
activity, daily behavior, ability to perform an exercise, physical circumstances, and so on. In other words, a
prerequisite for the implementation of adequate persuasive strategies is a strong awareness of the characteristics
and activities of the individual. Basically, there are two channels that provide the system of this information: a
sensory channel that enables automated measuring of behavior, biosignals and environmental data, and a
symbolic channel for the exchange of intentionally produced messages such as natural language.

Automated measuring of behavior by sensor information may have some important advantages over symbolic
messages. First, data can be collected in a more objective and reliable way than when intentionally entered by
human individuals (e.g. stress related or smoking behavior); second, the individuals need not to focus on the
measurement process and can, therefore, avoid the tedium of tracking their own performance (e.g. a step-
counter) and do not have to worry about the timing of the measurement (e.g. in cases of emergency); third, it
enables individuals to become aware of otherwise unobservable behavior (e.g. sleep activity); fourth, frequent
feedback of a device often provides motivation to perform the desired activity. As a result, the process may give
the persuaded individual, the persuasive system and third parties relevant information for diagnosis,
understanding and exercise performance and so substantially improve the quality of the interaction.
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This special session is intended to bring together a group of researchers in the field of automated coaching and
other behavior changing applications. Questions concentrate on, but will not be restricted to, sensor types and
behavioral measurements in well-known persuasive settings, the reliability of behavioral measurement, the
influence of the behavioral information on the interaction (in particular the timing, modality and content of
messages), and the integration of symbolic input and sensor data. In this session, various persuasive applications
will be discussed, ranging from automated sleep therapy to sustainability and activity coaching.

SPECIAL SESSION CONTENTS (sorted by paper ID)
Inter-usability and the Presentation of Multi-modal Feedback for Physical Activity and Diabetic Type Il
Patients

Randy Klaassen and Rieks op den Akker (University of Twente, The Netherlands)

It's LiFe!: A Monitoring- and Feedback Tool to Stimulate Physical Activity, Embedded in Primary Care

Sanne van der Weegen, Renee Verwey, Marieke Spreecuwenberg, Huibert Tange, Trudy van der Weijden, Luc de
Witte (Maastricht University, The Netherlands)

Unobtrusive Sleep Monitoring

Reinder Haakma (Philips Research, The Netherlands) and Robbert-Jan Beun (Utrecht University, The
Netherlands)

Unobtrusively Measuring Stress and Workload of Knowledge Workers

Saskia Koldijk, Mark Neerincx and Wessel Kraaij (Radboud University Nijmegen, The Netherlands; TNO, The
Netherlands)

A Context-Aware Adaptive Feedback Agent for Activity Monitoring and Coaching

Harm op den Akker, Valerie Jones, Laura Moualed, Hermie Hermens (Cluster Telemedicine, The Netherlands;
University of Twente, The Netherlands)
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Inter-usability and the Presentation of Multi-modal Feedback for Physical
Activity and Diabetic Type Il Patients

Randy Klaassen, Rieks op den Akker

University of Twente, Enschede, The Netherlands. R.klaassen@utwente.nl, h.j.a.opdenakker@utwente.nl

Context

In the EU Artemis project Smarcos we developed a personal behaviour change support system that supports
users in attaining a healthy lifestyle. The coach sends timely, context-aware feedback about daily activities
through a range of interconnected devices. The system is designed for two targeted user groups: Diabetics Type
2 patients and office workers. The Diabetics group gets feedback about their medication intake, activity level,
glucose level and food intake. The office workers receive feedback about physical activity and food intake. The
feedback to the users of the system consists of personalized reminders, advice and tips, or learn more about why
healthy behaviour is important.

The prototype system combines two existing (single-device) behaviour change support systems. The multi-
device service system we present here extends the single device feedback systems bringing them on one
integrated service platform. It allows multiple contact points with users in various contexts: at home, at work, on
the road and the system is able to gather more context information of the user. Interventions with several contact
points are expected to be more effective in stimulating change in health behaviour than those that use a single
contact points [5]. The input devices in the prototype are a smart pill dispenser and a 3D accelerometer. The pill
dispenser is connected to a server via the GSM network. Every time the user opens the pill dispenser it sends a
message to the server. The accelerometer is measuring the amount of physical activity all day long. The user
must connect the accelerometer to his computer to upload the data to the server. The output devices of the
prototype system are smartphones (Android and iOS), desktop/laptop computers and (smart) TV’s. Smartphones
can act as an input and output device. Smartphones can gather information about location of the user, can ask for
self-report and are able to receive feedback messages from the system.

Feedback

The input devices provide the system with context information of the user about medication use, physical
activity and (semantic) location. The system knows for all users their medication moments, the number of pills
and the time when they should take the pills. The system also knows the personal and daily activity goal of all
the users. Smartphones provide the system with location information and self-report. The user can connect his
devices to the coaching system so the system knows what kind of input and output devices the user can use.

The system receives and evaluates updates on the user context and compares the new data with the conditions of
the coaching rules. When one of the rules is fired, the system should send feedback to the user. When a message
should be presented four aspects are important; the selection of the device, the timing of the message, the content
of the message and the modality in which the message is presented to the user.

Device selection. The system should select the best available device on which it can present the feedback. Based
on the available devices and the location of the user the best device can be selected. If the user is at home, the
television is maybe the best available device. When the user is on the road the only available device can be the
mobile phone of the user.

Content. The content of the feedback can differ based on the context information of the user. Feedback
messages can be a regular (daily or weekly) report about physical activity, calories, or medication intake. Or it
can be a reminder, warning, an advice, an assessment, or maybe a message that asks for specific information
from the user. Variation of feedback messages is important in order to prevent annoyance. Bickmore et al.
reports: “One surprising finding from the interviews was that, even though the dialogue scripts had been
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authored to provide significant variability in each days’ interaction, most participants found the conversations
repetitive at some point during the month. This repetitiveness annoyed subjects, and a few subjects even
indicated that it negatively impacted their motivation to exercise...” [2]. It is also important not to send too many
messages to the user. It can be possible that some coaching rules can fire several times a day; in this case the
system should send only a maximum number of messages.

Timing. When the system decides that it is time to send a feedback message to the user, it should decide when to
send the message. The timing of the message is dependent on the context of the user and the content of the
message. Warnings about medication intake should be send as quick as possible, but a presentation of the weekly
report of physical activity can wait until the user is at home (and the television is on, so the system can present
the overview on a large screen).

Modality of presentation. Feedback can be presented using different modalities. The possible formats in which
the system can present feedback to the user are a spoken animated graphical user, simple text messages, a graph
showing an overview, text that refers to a picture or sound or a tune that signals the user that he has forgotten to
take his pills. These modalities are available on desktop, mobile phones and television.

User centered design

The coaching system as described in this paper is designed in a user centered design process. In order to provide
feedback at the right time and using the right modality it is necessary to take into account the context of the user.
Feedback models define the interactions between system and the user. To capture the requirements for the
system, two context-mapping studies have been conducted. Context mapping is a procedure for conducting in-
depth research with users. The objective of this procedure is to gain knowledge about the use of products from
implied and implicit information that is provided by prospective users during an intensive process [6]. Through
active participation by users and stakeholders during the design process, it informs and inspires design teams and
ensures a good fit between the design and the use of a product. These qualitative studies consisted of a diary
booklet with exercises and a semi-structured interview. Over a period five days, users were probed to describe
their daily activities and reflect on their behaviours relevant for the system based on small assignments. The
study provides insights in the actual behaviour of the users, awareness of the importance of healthy behaviour
and their barriers to a desired behaviour. The requirements collected with this approach were further refined by a
role-playing exercise during a workshop.

When the initial requirements were defined two online questionnaires were provided to find out in which
situations users would like to receive what kind of feedback on which device. The questionnaires were also used
to assess the clarity of the icons that were used in the interface, and to get an idea of how the participants
perceived the presented concept.

During a six-week user evaluation of a physical activity coaching application two alternatives were compared for
providing digital coaching to users of a physical activity promotion service. Participants received personalized
feedback on their physical activity levels for a period of six weeks. Feedback was provided weekly either by e-
mail or through an embodied conversational agent (ECA). User's perception of the digital coaching was assessed
by means of validated questionnaires after three weeks and at the end of the study. Results show significantly
higher attractiveness, intelligence and perceived quality of coaching for the ECA.

The results of the previous studies were incorporated into the first prototype of the coaching system. New, long
term user evaluations are planned to investigate the overall user experience of the coaching program and the
effectiveness of the coaching program when feedback is presented using different presentation modalities and
output devices. The effectiveness of the coaching system will be measures by logging the actual behaviour of the
participants (the level of physical activity, the medication intake and the progress toward the personal goal of the
user, therapy adherence and retention rate). The overall user experience [1,4] and quality of coaching [3] will be
measured using validated questionnaire before, halfway and at the end of the user evaluation.
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Introduction

Physical activity improves the long-term prognosis and quality of life of people with a chronic disease like
COPD or type 2 diabetes. Therefore, care standards state that stimulating physical activity is a central element in
the treatment of those patients in primary care [1,2]. Although there are many initiatives to increase the level of
physical activity, few patients manage to be sufficiently active. This may be because care standards also state
that the practice nurses and/or GPs see these patients only one to four times a year. Consequently, the level of
success regarding this element depends for the greater part on the degree in which patients succeed to execute
their self-management role. Therefore, primary care providers should involve patients in self-management
decisions and seek together with the patient for lifestyle interventions that fit with the motivation, needs and
capabilities of the patient [3,4]. In addition to the support of the care provider, persuasive technology might play
an important role in accomplishing the behaviour change, adherence to the new behaviour and the self-
management role. A big advantage of persuasion by technology over human persuasion is that technology is
more persistent and can go where humans cannot [5]. Through this, personalised feedback can be given on
individual performance in relation to goal setting. Self-monitoring of physical activity using a pedometer or an
accelerometer has been identified as an effective approach towards behaviour change [6,7]. If embedded in
primary care, the combination of human persuasion and persuasive technology could complement and reinforce
each other, especially when the two are aligned carefully. In the current project It’s LiFe! an innovative
monitoring- and feedback tool is being developed and tested, which will be embedded in a Self-management
Support Program that is being developed together with this technology. As a prerequisite for useful technology
and a successful intervention that meets the requirements and preferences of the end-users, it is important to
involve the end users in the design process at an early stage.

In the present study, potential end-users were interviewed in order to answer the following research questions: 1.
How the tool could be designed in order to be attractive, easy to use and suitable to wear on a daily basis; 2.
Which feedback patients need to optimally support them in their self-management; 3. How this feedback should
be presented; 4. How the use of the monitoring and feedback tool could be integrated in a Self-management
Support Program (SSP) that is based on the principles of patient involvement, shared decision making and
current insights into disease management and the chronic care model. This paper describes the designed
intervention and the user-centred design process, which has led to this intervention.

Methods

A user-centred design method was applied to develop the monitoring- and feedback tool and the SSP. The
procedure of this method is depicted in Figure 1. Defining the user requirements (phase A) was an iterative
process starting with user and context identification (stage 1). Subsequently, the conceptual idea was developed
in collaboration with several experts and business partners. The conceptual idea was described in a use case from
the perspective of a patient with COPD, a patient with diabetes and a practice nurse (stage 2). A use case is a
description of steps or actions between a user and a software system [8]. In stage 3 user requirements were
elicited in seven open interviews with patients and semi-structured interviews with seven patients and fifteen
health care professionals (general practitioners, physiotherapists, nurse specialists in diabetic and pulmonary care
and practice nurses). Patients were asked where they wanted to wear the activity monitor and what other
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Figure 1. Methodological model.

requirements they had for the activity monitor. Also, on what device they want to see their activity data, in what
unit and format and how the care professional could be involved. Care professionals were asked which data they
needed to support the patients in their self-management and in what format they wanted to receive this. In the
patient group, two focus group discussions were used to complement and confirm the gathered data. In the care
professionals group experts from different fields were asked to comment on the care program developed.
Patients were included until data saturation was reached. During the whole process two patient representatives
were present at most research meetings to represent their patient group and there was continuous collaboration
with the engineering team. The technological development took place in collaboration with two companies:
Maastricht Instruments Ltd and Sananet Care Ltd. The research team of Maastricht University conducted the
research and ‘fed’ the engineering team with information about user requirements for the tool, so that gradually
the elements of the technology evolved.

Results

The development process has led to an innovative monitoring- and feedback tool and a SSP, which meets the
requirements of the end-users. The requirements from the end-users where determining factors in the design of
the devices for activity monitoring and feedback, the feedback strategy and the number of consultations with the
practice nurse.

Tool design
The It’s LiFe! tool consists of three different elements:
1. a 3D accelerometer worn on the hip;
2. an application (app) on a Smartphone;
3. aweb application and server called ‘It’s LiFe! Online’ (powered by Sananet).

The transmission of data from the accelerometer towards the app is via a Bluetooth connection. Every 15
minutes the Smartphone will connect with the accelerometer, provided that the accelerometer is within a 5 meter
distance of the Smartphone. The transmission of data from the Smartphone towards the It’s LiFe! server is via an
internet connection.
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Figure 2. The intervention; Tool integrated in the Self-management Support Program.

Embedding of the tool in the Self-management Support Program
The whole intervention is an embedding of the tool in the SSP (see Figure 2).

To influence patients’ motivation for behaviour change, the intervention starts by increasing patients’ awareness
about the risks of inactivity in a consultation with the practice nurse. Practice nurses indicated that they want to
do this in a positive way. Next, the patients are given insight into their own activity pattern by a two-weeks pre-
measurement. In the pre-measurement, the activity level of the patient is measured each day and dialogue
sessions are sent to reveal which activities the patient does, likes, can do, with whom and which barriers he/she
has to overcome. After two weeks, an activity profile is made available on the server which the practice nurse
can discuss with the patient in order to set an appropriate goal in minutes a day. The patients and the care
professionals indicated that they preferred a pre-measurement and to set a goal in collaboration with each other
to make sure that the goal is realistic, challenging, and tailored to the individual preferences and abilities of the
patient.

The goal will be set in the server, which is connected to the app. The patient receives a dialogue session in which
he/she can plan activities to reach the goal. Planning this goal in more detail such as when, with whom and
where you will be active, will narrow the gap between intention and behaviour and makes it more likely that the
patient will reach his or her personal goal. If the plan is set, the monitoring and feedback period starts.

Manner and content of the feedback
In the monitoring and feedback period the patient gets three types of feedback:

1. Simple statistics about the amount of physical activity in relation to an activity goal in minutes per day
divided in moderate-intense and intense activities (real-time);

2. Motivational messages based on activity results;
3. Responses of the practice nurse based on activity results during consultations.

On the Smartphone, the patient can see information about his or her activity level such as the intensity during a
day, a week and a month. The activity monitor does not have a display since the patients indicated that a screen
on the monitor would be too small and not easily accessible. Based on the activity, data messages will be sent.
There are several types of messages, such as tips, encouragement, positive trend, rewards, barriers, facilitators
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and suggestions to adjust the goals/target value. Users will receive such messages when they reach or do not
reach their goal after 3, 5 and 14 days. In some cases the goals have to be reached for 100% and other rules are
based on 80%. Participants will also get messages on positive trends. All messages are written in a positive way.
After two to three months, the patient will have a consultation with the practice nurse again to evaluate the
results and discuss barriers and facilitators. After the consultation, the monitoring and feedback period can be
extended. In between consultations the practice nurse can see the activity results as well and is free to choose
whether to react on them or not.

Discussion and future work

According to Fogg, an intervention to change people’s behaviour should not only focus on ability and
motivation, but should also include a trigger to change [5]. This project provides motivation and ability through
self-monitoring of behaviour and the Self-management Support Program that is unfolded by the practice nurse.
Supplementary, it provides a trigger by delivering feedback on physical activity on a timely base and in an
actionable format, namely related to concrete, personal goals.

Having followed a user-centred design, it is expected that the usability and acceptability of the tool and the SSP
are increased. The usability will be tested in a heuristic evaluation and by patients in a lab environment. In
addition, the tool and the SSP will be evaluated by looking at technical performance, user experience and
acceptance in a pilot in two general practices with 10 patients each. The tool and the SSP will be adjusted based
on the findings of the pilot. The effects of the tool embedded in the SSP, will be evaluated in a Randomized
Controlled Trial. This will be a trial with three branches, each with 80 patients from eight different general
practices: one group will receive “care as usual”, one group will receive only the care described in the SSP, and
one group will receive the complete intervention with both the SSP and the tool. Primary outcome measure will
be physical activity, measured with an accelerometer different from the one developed in this project. Secondary
outcome measures will be self-efficacy and quality of life, both measured with questionnaires. This project
focuses on patients with COPD or diabetes who are treated in primary care, but in case of proven effectiveness,
patients with other chronic conditions could also use the tool and the model. Furthermore, the activity monitor
may be extended by measuring other parameters.
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Summary

In this paper we will briefly discuss the role of unobtrusive sleep monitoring in behavioral treatments of sleep
deprivation and sleep disorders. Lack of sleep is an issue for a large number of people. Sleep quality metrics can
help these people in getting an objective view upon the quality of their sleep and discover trends in that quality
over time. The golden standard for diagnosis sleep disorder, polysomnography, is not suitable for this purpose
because it is obtrusive and uncomfortable. Actigraphy is a better choice, but it is limited in the richness and the
accuracy of its sleep metrics. In a persuasive setting, sleep hygiene and CBT-I approaches could benefit not only
from unobtrusive sleep monitoring techniques, but also from monitoring of adherence to sleep hygiene rules and
therapy compliance for CBT-I.

Sleep and sleep quality

Sleep is a universal phenomenon. All people and all animals sleep. In former times, sleep was highly associated
with the night, but nowadays the association is weakened. In contrast to fires and candles, electrically-generated
artificial light enables people to be active during the night. Sleep deprivation is not without risk, however, and
adequate sleep is critical for optimal day-time functioning [1,2]. Insufficient sleep may cause neurobehavioral
impairments, including lapses of attention, reduced working memory and depressed mood. Chronic sleep
deprivation is associated with poor health. There is evidence that poor sleep has adverse endocrine, metabolic
and inflammatory effects. The underlying causes of sleep deprivation are diverse. It may be caused by sleep
disorders, but also medical conditions, occupational or social demands, and environmental conditions can
hamper the quality of sleep.

Many people suffer from a lack of sleep. An outcome of ‘Het Grote Slaaponderzoek 2008 [3] was that one out
of five people in the Netherlands sleep poorly. Fifteen percent report not sleeping well multiple nights per week,
while 6% indicate they almost never experience a good night sleep. In the USA, the National Sleep Foundation
found in the 2009 ‘Sleep in America poll’ [4] that 26% of the respondents experienced a good night sleep only a
few times a week, while 24% reported experiencing a good night sleep only a few days a month or even less.

In sleep science, sleep quality is a neglected area [5]. The term has not been rigorously defined and there is only
a vague understanding of how objective measures relate to the subjective sleep quality experience. There is
evidence that the need for sleep differs between individuals [1,2] and that there is variation between people in
neurobehavioral responses to sleep restriction. Nevertheless, in both clinical and sleep research settings sleep
metrics are applied that serve as a sleep quality indicator. Examples of metrics are sleep onset latency, total sleep
time, number of awakenings, amount of REM-sleep and amount of deep sleep.

Sleep monitoring

Sleep monitoring could help people to understand the quality of their sleep, their sleep behavior and the relation
between the two. Since sleep state is characterized by limited consciousness, people may not be aware of the
characteristics of their sleep. In sleep studies, it is not uncommon to find discrepancies between objective sleep
metrics and subjective sleep reports e.g. acquired via sleep questionnaires or sleep diaries [5].

In sleep laboratories, polysomnography (PSG) is typically used for diagnosing sleep disorders. PSG is a
diagnostic test during which a number of physiological variables are measured and recorded during sleep.
Trained medical staff places sensor leads on the patient in order to record a large number of parameters,
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including brain electrical activity, eye and jaw muscle movement, leg muscle movement, airflow, respiratory
effort (chest and abdominal excursion), ECG (electrocardiogram), and oxygen saturation. Information is
gathered from all leads and fed into a computer and output as a series of waveform traces. This output enables
the lab technicians to visualize the various waveforms and score the sleep of the patient. In this way the
hypnogram is derived that reflects the stages and cycles of the sleep through the night. From it, sleep quality
indicators are derived, such as the ones stated above.

For polysomnography, the sensors are mounted on or glued to the head and the body, making it a very obtrusive
and uncomfortable way of assessing sleep. Therefore, this technique is not suitable for longitudinal, ambulatory
monitoring. Home-based, longer-term monitoring of sleep can better be done using a technique called actigraphy
[6]. An actigraph is a wrist-worn device that records the wearer’s movements by means of an accelerometer.
Actigraphy identifies sleep onset after a period of continuous inactivity that rarely occurs while people are
awake. In a similar way, waking up is detected. In comparison to PSG, actigraphy is more comfortable to wear
and more easy to install. However, it is limited to sleep-wake detection and is also less accurate because body
movements are an indirect measure of sleep. In particular sleep-onset detection is less precise with actigraphy.

Sleep monitoring in persuasive settings

Persuasive settings in the domain of sleep deprivation can typically be found in the treatment of insomnia.
Insomnia may be characterized as a persistent difficulty initiating and/or maintaining sleep [7]. Today it is
widely accepted that cognitive and behavioral factors play an important role in the condition of insomnia,
making cognitive behavior therapy for insomnia (CBT-I) a generally accepted, non-pharmacological treatment
[8] producing sustainable positive changes in this condition. Basically, CBT-lI and other behavior related
treatments offer a number of exercise types whose effectiveness is proven for sleep therapy — i.e. sleep
restriction, stimulus control, relaxation, and sleep hygiene [9]. Sleep restriction involves curtailing the time spent
in bed to stabilize the sleep pattern and then lengthening sleep time as sleep efficiency improves. Stimulus
control is aimed at the coachee’s re-association of the bed and the bedroom with sleep and to re-establish a
consistent sleep-wake schedule. Relaxation training involves methods aimed at reducing somatic tension. Sleep
hygiene education aims to make the person aware of behavioral practices and environmental factors that may
promote or hamper sleep; examples are the advice to keep a regular schedule, to avoid daytime napping and to
refrain from caffeine, alcohol and nicotine before bedtime [10].

In general, behavior treatments such as CBT-I require a great deal of effort and extensive self-discipline of the
insomniac. People may enthusiastically start a particular self-help sleep therapy and discover that sizing down
their time spent in bed or getting out of bed in the middle of a cold and dark night requires a great deal of effort.
Consequently, sleep quality deteriorates, people feel worse, get into a downward motivation spiral and the
therapy is terminated prematurely. People may find the exercises too strenuous (e.g. sleep restriction), they do
not believe that it contributes to a solution of the problem or simply forget to perform the exercise (e.g. a
relaxation exercise).

In order to motivate the individual to adhere to the exercises, a combination of persuasive strategies may be
applied. Some of these strategies pertain to the adaptation of the exercises to the individual’s characteristics,
such as ability and preferences. Other strategies refer to the ease of the activities that have to be performed
during the therapy. For instance, people have to fill in a sleep diary to gain insight of the sleep behavior during
the therapy. Not only are sleep diaries notoriously unreliable with respect to reporting sleep characteristics, they
also put an extra burden on the individual of reporting and processing various types of sleep relevant
information.

In this context, sleep monitoring may have important advantages. First, because individuals are never able to
intentionally indicate that they are asleep, information can be obtained where direct access would otherwise be
impossible (e.g. the individual’s sleep stages). Second, insomniacs do not need to focus on the measurement
process and do not have to worry about the timing of the measurement; as a result, they can avoid the tedium of
tracking their own performance. Third, data can be collected in a more objective way than when entered by the
individual. Fourth, sleep monitoring may smoothly be integrated with other behavioral measurements to offer
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(semi-) automated and individually tailored intervention programs. Consequently, sleep monitoring enables
individuals to become aware of relevant unobservable behavior, provide sleep indicators to track sleep quality
over time and feedback upon their sleep-hygienic behaviors, and may release the individual from a range of
therapy related activities.

From the previous it should not be concluded that sleep monitoring is beyond doubt. Integrity of the data
processing and reliable sensing are important prerequisites for acceptation of a sleep monitoring system. Also,
intrusive measurements should be avoided wherever possible in a first step therapy. Consequently, a trade-off
should be found between reliability, intrusiveness and integrity of the information. Since CBT-I and sleep
hygiene requires longer-term, home-based monitoring, unobtrusiveness and comfort are important requirement
for the assessment techniques, in combination with a sufficient level of accuracy to observe trends in quality of
sleep.

Conclusion

We outlined the role of unobtrusive sleep monitoring in behavioral treatments of insomnia that aim to improve
people’s sleep by promoting more effective cognitions and behaviors around sleep. In a persuasive setting, sleep
hygiene and CBT-1 approaches can benefit from sleep monitoring techniques, not only by providing objective
sleep information but also from monitoring of adherence to sleep hygiene rules and therapy compliance for
CBT-l.
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Imagine a typical working day of a knowledge worker, i.e. someone who is predominantly concerned with
interpreting and generating information. Bob gets into the office at 9, starts up his computer, takes a look at his
mails and calendar and plans what things he has to do this day. Then he starts working on one of the important
tasks that have to be completed this week. When an e-mail comes in, he quickly reads it. As it is not relevant to
him, he continues his task. When a colleague drops by, Bob looks up and talks to him, which results in some
more to-do’s for the day. As they are quite urgent, Bob decides to do them right away. After completion he
switches back to his previous task and continues his working day. At 5 ‘o clock Bob notices that he has not
completed all planned tasks yet and he feels somewhat stressed. He starts wondering where the time went and
whether he should work overtime again to finish up.

Bob and many other knowledge workers experience working days like this, with important tasks to complete,
while interruptions cause task switches and unplanned things have to be handled. These people often experience
stress building up, which in the worst case results in burn-out [1, 2]. To prevent this from happening, knowledge
workers should become more aware of what makes them feel stressed and how they can handle or avoid that.

Our goal

In our research we want to investigate how well-being at work can be improved by means of computer tools. We
particularly focus on the unobtrusive measurement of workload and stress in order to give knowledge workers
feedback and support in their way of working, preventing burn-out in an early stage. In this extended abstract we
describe how the context and user state of an individual knowledge worker will be captured, interpreted and used
in a coaching tool aimed at changing behaviour, resulting in improved well-being at work.

Well-being at work

In order to design an effective coaching tool we need to know what is of influence on well-being at work. Based
on a literature study we identified four categories of determinants of well-being at work: the work itself, the
working conditions, private circumstances and personal factors [3]. First of all, the type of work has influence on
the well-being of employees. It is important that the work is diverse and the workload is not too high and not too
low. In addition, high autonomy and feedback on work performance are beneficial to well-being at work. By
contrast, interruptions and responsibilities outside one’s control reduce well-being.

Not only the work itself but also factors relating to work conditions play a role. Interpersonal relationships are
important, causing a stable social environment for the employee, which can help him or her deal with
challenging situations. In addition, factors like career opportunities, good payment or job security are also
important determinants of well-being at work. Furthermore, physical work conditions and psychological comfort
also play a role.

Besides work conditions, also the private circumstances of employees can have an influence on their well-being.
Again, social support plays an important role, as it can act as a buffer against problems at work. In general, it is
important that there is a good balance between work and life. Problems at home can have a negative effect on the
well-being of employees.
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The final important category that influences well-being comprises personal factors. Two people in the same
situation can experience different well-being. Factors of influence are age, sex, education, social and intellectual
skills. Moreover factors like expectations, emotional stability and sensitivity to suffer from stress are of influence
on well-being.

In our research we want to develop a computer tool that can help people to better cope with the negative
determinants of well-being. Preferably it should be possible to capture relevant factors by sensing interactions
with a computer. Therefore, we focus on the factors of the work itself and the working conditions. We aim to
automatically recognize the task and content users are involved in, as well as their social and physical context.
Moreover, we intend to automatically infer the user state, in terms of cognitive load, valence and arousal in order
to get an indication of the stress level experienced. These aspects can then be coached upon.

Regarding the other determinants, the category of personal factors should certainly also be kept in mind. Well-
being is subjective, and so individual differences should be considered by personalizing the tool. Moreover, the
private circumstances of the user are important to consider, as they may have a great influence on well-being.
Nevertheless measuring these factors will only be possible by asking the employee.

Automatic recognition of context and user state

For providing effective support to knowledge workers it is crucial to understand their current situation. In our
system we define four relevant forms of contexts (see Figure 1). With task context we mean the task the
knowledge worker is currently working on (e.g. writing a report, making a presentation). Content context refers
to the project or content the person is currently involved in. With social context we mean recent contacts with
colleagues. Finally, physical context includes aspects as location, movement and posture.

We intend to capture these contexts automatically, without user effort. The inference of context will be
formulated as a pattern recognition problem. From various sensors, specific features will be extracted which are
provided to a classifier to assign a label. In a pilot study data from several knowledge workers will be collected
during their working day and annotated with context labels. The annotated data will be used to train and test
various pattern recognition approaches.

Important for automatic context recognition is that it requires little user effort. The sensors should preferably be
unobtrusive, available in a normal office setting or otherwise relatively cheap. Moreover, for real-time support,
the system should be able to quickly come from sensor data to context labels. It is important that the automatic
recognition of context is reliable and robust, so that the users gain trust in the system. Finally, the privacy of the
user has to be taken in mind when personal data is accessed.

Figure 1 depicts a first setup for linking different sensors to the described contexts and user states. A first
selection of sensors has been made based on costs, availability, obtrusiveness and expected usefulness. The first
set of sensors is located at the computer or mobile phone and is therefore readily available for most knowledge
workers. Information from keyboard, mouse and applications can be used to infer what task the person is
performing [4]. With information about the content that the user accessed, the content context can be determined.
Analysing phone calls made and e-mail conversations can yield information about the social context of the user.
Moreover, several sensors can be used to infer aspects of the user’s physical context. GPS and accelerometers
can be used to infer the position and level of activity of the user. With visual information from a camera or
Kinect the body posture can be recognized and audio input can be used to recognize the level of noise in the
environment.

Combining information from different contexts can give insights in the mental state of the users. The cognitive
task load can be determined based on three dimensions: The duration of a task, the difficulty of the task and the
amount of switching between tasks [5]. The information of the tasks performed and the contents worked on can
thus give an indication of the experienced workload, which is a first indication of the stress experienced during
the day. Furthermore, the social context and physical context can influence the stress level experienced.
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Figure 1. First setup for linking different sensors to the described contexts and user states.

In addition, information from facial expressions or speech can be used for inferring the emotional state of the
user, in terms of valence and arousal [6]. For determining valence, also asking the user can yield valuable
information (e.g. do you like or dislike the work you are performing now). Besides computer sensors, wearable
sensors to measure body signals can be used. The respiration of the user, his heart signal (ECG), skin response
(SCR) and blood volume pulse (BVP) can be used to determine the level of arousal [7]. The recognized arousal
and valence can then additionally be used to estimate the level of stress that the knowledge worker is
experiencing. Our hypothesis is that a high workload in combination with high arousal and negative valence
causes a negative feeling of stress.

Based upon these inferred contexts and user states, an e-coaching tool could support knowledge workers. For
example, more awareness of performed activities could be created by providing an overview of active tasks and
projects, as well as information about durations of tasks and the amount of task switching. Most informative is
probably how the current behaviour relates to usual behaviour of the user. Slow or sudden changes or anomalies
could be detected and users could be warned when, for example, the task load gets too high or the stress level is
building up. By linking the workload and stress curves to the tasks performed, knowledge workers could gain
insights into what has caused their feelings of stress. They could then learn to avoid stress by planning the week
differently or taking more short breaks to relax.

Personalization

The general model described in the previous section will have to be adapted to the specific user, due to personal
characteristics. The same task can for example have a lower or higher workload for a knowledge worker
depending on his level of experience and expertise. Therefore a user model will be created for each user, which
holds relevant information of personal factors, models of typical behaviour and how low level information links
to the experienced well-being of this user. The tool should be person adaptive (applying personalization/
tailoring), as well as situation adaptive (taking the user’s current context into account), to provide effective
support and to gain trust of the user, so that the tool is used efficiently and over an extended period of time.

Discussion

Our contribution is focussed on providing knowledge workers efficient support. A state of the art study we
performed revealed that although several applications with this aim exist on the market, applications which make
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use of sensors and smart interpretation of data to base support upon are rare. Typically the applications require
much user effort and lack personalisation and adaptation to the user’s context. In our research we want to
overcome these problems by automatically inferring information about the context and state of the user.
Unobtrusive and relatively cheap sensors will be used for estimating the workload and stress of knowledge
workers. We will perform most research in real-world office settings and test our reasoning techniques on
realistic data. In this way, our solution will be affordable and applicable for many knowledge workers, opposed
to related work on workload and stress recognition, in which often rather obtrusive or expensive sensors are used
and tested in controlled experiments. Finally, often the success of applications on the market is questionable, so
we will perform a field study to evaluate the effect of our tool on well-being at work.

Research agenda

This work is part of the SWELL project’, in which smart reasoning systems for well-being at work and at home
will be developed. Important aspects of this project include the development of a stable and flexible framework
for combining data from various sensors, and performing reasoning upon this data. Automatic inference of
various context and user aspects will be enabled, as described here. Furthermore, possibilities to provide
information support to knowledge workers by, for example delivering relevant information just in time, will be
investigated. Policies for guaranteeing the privacy of the user will be developed. Finally, appropriate methods for
achieving long lasting behavioural change and improved well-being will be applied and evaluated in field
studies.
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Abstract

A focus in treatment of chronic diseases is optimizing levels of physical activity. At Roessingh Research and
Development, a system was developed, consisting of a Smartphone and an activity sensor, that can measure a
patient’s daily activity behavior and provide motivational feedback messages. We are currently looking into
ways of increasing the effectiveness of motivational messages that aim to stimulate sustainable behavioral
change, by adapting its timing and content to individual patients in their current context of use.

Introduction

One of the focus areas in the treatment of chronic diseases is to optimize levels of physical activity. We are
investigating how to support this by objectively measuring a patient's daily activity patterns and providing
regular feedback on the patient's performance via a Smartphone. The positive effects of regular feedback on
behavior change are supported by numerous scientific studies. For example Kreuter et al. [1] showed the positive
effect of regular feedback on four different kinds of health related behavioral change including increase of
physical activity. Our own research has shown the positive effects of giving feedback to Chronic Low Back Pain
patients throughout the day [2], while similar effects have been shown for patients with COPD and Chronic
Fatigue Syndrome [3].

The system that was used in our activity monitoring and feedback research is depicted in Figure 1 below. On the
left is the ProMove-3D physical activity sensor, developed by Inertia Technology; in the center is a screenshot of
the Smartphone interface showing a graph of daily activity, and on the right is a screenshot showing a
motivational advice (feedback) message: “Take a nice walk!™’.

These motivational text messages, which will be the focus of the rest of this article, are currently used in a
relatively ad hoc manner. The Smartphone can be set to generate a motivational message every hour (or every x
minutes), and at that time, the message to be presented to the user is picked randomly from a pre-defined list of

Advice

You have taken more rest.

Take a nice walkt

—

Figure 1. The Activity Monitoring and Feedback system from Roessingh Research and Development. Depicted is the
ProMove-3D activity sensor, and two screenshots of the Smartphone interface showing a graph of daily activity and a
motivational message.
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around 25 messages. This message is then shown to the patient by displaying the text on the screen. As described
in [4], we distinguish between three aspects of feedback: timing, content, and representation (when to give
feedback, what to tell the user, and how to convey this to the user) which we are focusing on in our current
research. The next section will shortly describe our work regarding feedback timing and content. The
representation of feedback is an aspect left for future work.

Method: Improving Feedback Timing and Content

Although the positive effect of giving regular feedback messages has already been shown, compliance to
individual feedback messages is relatively low (59% on average over measurements from 86 different patients).
Compliance here is defined as the immediate response to a given feedback message. If the patient is told to
become more active (i.e. “Please go for a walk.”), and the patient does become more active in the 30 minute
interval after the feedback message, as measured by the activity sensor, we define this as being compliant to the
message, and vice versa. This immediate behavior change after feedback messages (compliance) can be
computed in real time on the Smartphone. We use this direct feedback loop to the system to enable the system to
learn to adapt to the patient in terms of when to give feedback and how to phrase the feedback message. The idea
is that every individual patient has its own preferences in terms of this feedback timing and content, and we
should be able to increase compliance to individual messages, by adapting these aspects to individuals. The way
in which this real-time personalization is realized in the feedback system is explained for the feedback timing
and the feedback content below.

In order to find an optimal timing for feedback messages, we have analyzed the messages generated in previous
studies. We have a dataset of 2,374 feedback messages for which compliance is known. As mentioned earlier,
only 59% of these messages where complied to, so the goal of this work was to find out why some messages
where complied to and others were not. For this we have created a classifier that is able to predict compliance to
feedback messages based on a set of features, consisting of context information (e.g. weather, time of day) and
features related to the history of use of the system (e.g. how many messages where already received today). We
were able to predict feedback compliance with 86% accuracy on average over all patients. Compared to an
average baseline score of 60%, this constituted a 64% increase in accuracy over baseline, proving the viability of
the approach. The work in [5] describes the details of this work.

For the personalization of feedback content to individual patients, we took a slightly different approach. We
exploit the same principles by using the direct measurement of behavior (compliance calculation) after a
feedback message to adapt the system to individuals. But for the content generation system we chose not to take
a classical machine learning approach. We designed an ontology of feedback messages in which motivational
messages are organized by the type of activity they prescribe. For example, at the top of the Ontology, messages
are divided into “Outside”, “Inside” and “Generic” categories (see Figure 2). These are three categories that
relate to the content of the given advice: the “Outside” tree contains all advices that tell the patient to do
something outside, the “Inside” tree contains everything that can be done inside, while the “Generic” tree
contains advices, like “Be more active!”. We then developed an algorithm that can traverse the ontology, and at
each level can select an appropriate path based on the user’s context and the user’s responses to previous
messages. For example, choosing a message from the “Outside” section of the Ontology is only appropriate if
the weather is nice. By looking at the patient’s context (weather at current location), the algorithm can decide to
prune that part of the Ontology. Then, when a selection has to be made between Inside and Generic messages,
the algorithm will favor the node to which the patient previously responded best. Similarly the Ontology can
include other nodes that can be pruned based on contextual information. For example, a hode “Bike”, containing
advices that tell someone to go for a bike ride, can be pruned if the user has indicated that he or she does not own
a bike. The Ontology based message selection algorithm and method is described in more detail in [6].

Issues and Future Work
The feedback timing and content approaches are in an advanced state, both being implemented and currently

undergoing trials on the Smartphone. A current pressing issue is the problem of cold start. Whenever a new
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Figure 2. Message Ontology with high level categories for motivational feedback messages. The numbers in each node give
information on the distribution of leave nodes (actual advice messages) under each node. E.g., in this example Ontology,
there are 32 leave nodes: 20 under “Outside”, 11 under “Inside” and 1 under “Generic”. Of all the subcategories under
“Outside”, there are 20 leave nodes, 3 of which are in the “Activity Casual” category, etc. These fractions are the prior
probabilities of selection for each node, if no user data is available.

patient starts using the system, there is no data available to start the personalization algorithms. For the feedback
timing module, we aimed to solve this problem by creating a cold start classifier. This classifier is trained on data
from all of our previous patients and is used to find the right timing for the first 25 motivational messages (after
which the system will train an individual classifier and switch to using this). This approach works, but the
classification accuracy of this cold start classifier is only 67% (compared to 86% for the individual classifiers).
On the one hand this shows that data from different patients is really different, which is a strong motivator for
doing personalization in the first place. On the other hand, the cold start issue remains unsolved for our current
application.

We are now looking into ways of improving our system’s cold start phase, specifically by looking into “behavior
change personality clustering” of patients, or, clustering patients who respond similarly to motivational
messages. This way we could compare a new patient with patients from earlier studies and hopefully increase
our predictive power. This approach is well known in the field of recommender systems, and a similar approach
in the field of eHealth was taken by Cortellese et al. [7], but to the best of our knowledge never implemented into
a real-time system.
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Abstract

Social interactions and communication are among the most complex forms of behaviors. Analyzing these
behaviors remains a time consuming challenge which requires practice, skills and patience. However, new
techniques became available to speed up analysis and standardize methods. This is particularly relevant as social
behaviors are a very prominent part of the behavioral repertoire in many species. In humans, a variety of social
behaviors are disturbed in neurological and psychiatric disorders such as schizophrenia, Alzheimer’s disease and
autism. The speakers of this symposium will present methods that allow reliable assessment of social behavior
and communication — from mice to primates. They will demonstrate improved techniques for analysis, but also
give examples of behaviors that can so far only be analyzed by human observations.

Marcel van Gaalen will give examples of measurement of dominant submissive behavior and various forms of
aggression in mice and rats. He will show that an increased understanding of the pharmacology of these
behaviors is relevant for drug discovery for CNS disorders. In addition, he will give examples of experimental
compounds that may have potential for treating social interaction and communication disruptions in CNS
disorders.

Louk Vanderschuren will show that social play is the most characteristic component of the social repertoire of
young mammals, which is of great importance for the development of physical, cognitive and social capacities.
Social play is highly rewarding and an incentive for maze learning, lever pressing and place conditioning in rats
and primates. It is modulated through neurotransmitters implicated in the motivational and hedonic properties of
food and drug rewards, such as endogenous opioids, dopamine and endocannabinoids.

Michael Lukas will describe how behavioral assays like the social recognition/discrimination and the social
preference paradigms can be used to study elementary social abilities that are essential for functioning social
communication such as social preference and individual social memory. Such social behaviors are regulated by
highly conserved neuropeptides, like vasopressin, oxytocin, and the newly described neuropeptide S. Michael
Lukas will present examples showing how social recognition/discrimination and the social preference can be
combined with central pharmacological manipulations and in vivo microdialysis to investigate the involvement
of relevant neuropeptides.

Markus Wohr will show how measuring ultrasonic vocalizations and scent marks can be applied to study
communication deficits in mouse models of autism. Autism is a severe neurodevelopmental disorder
characterized by three core symptoms: 1) abnormal reciprocal social interactions, 2) deficits in social
communication, and 3) repetitive behaviors. While reliable behavioral assays for abnormal reciprocal social
interactions and repetitive behaviors are available since several years, relevant behavioral assays in the field of
communication became available only very recently. Ultrasonic vocalizations and scent marks are particularly
interesting as they may help to detect acoustic and olfactory communication deficits, respectively. Markus Wohr
will describe under which conditions ultrasonic vocalizations and scent marks can be recorded and what
equipment is needed.

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 133



Dominik Seffer will give examples how playback experiments can be used to study social behavior and
ultrasonic communication in rats. Different types of rat ultrasonic vocalizations serve distinct communicative
functions, eliciting opposite behavioral and neural responses. Dominik Seffer will present a recently developed
behavioral paradigm to study social approach behavior elicited by appetitive high-frequency ultrasonic
vocalizations and will provide experimental data showing that the paradigm is sensitive for detecting differences
in social experience during early life.

Hans Slabbekoorn will address how standardized behavioral tests on temporary captive animals can provide an
index of personality. He will argue that such a quantification of personality traits can help in the interpretation of
avian playback results in natural territories.

Finally, Kurt Hammerschmidt will present a description of the vocal repertoire of nonhuman primates, which
consists of a limited number of call types that vary substantially within these categories. One can find all
variation from highly graded to more or less distinct vocal repertoires, and it may be unavoidable that call
variants at category boundaries are difficult to categorize. This must not be a problem for animals which grew up
in the same community, because the efficiency of categorical perception allows the receiver to respond correctly
even in graded signaling systems. However, to understand the evolution of acoustic communication and to
compare studies in bioacoustics it is necessary to have comparable units, or to know how different categorization
levels influence the outcome of an acoustic analysis. Kurt Hammerschmidt will discuss different ways to
establish a reliable categorization.
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Social play behavior

In between weaning and puberty, the young of all mammalian species, including humans, display a characteristic
form of social interaction known as social play behaviour or rough-and-tumble play. This form of social
behaviour is highly rewarding and essential for the development of social and cognitive skills [2,5,6,7,9,19]. Our
research focuses on elucidating the neural and behavioral underpinnings of social play behaviour in adolescent
rats, and its role in behavioural development. To that aim, we have developed methods to study the performance
of social play behavior, the rewarding properties of social play behavior and the motivational properties of social

play.

Assessment of different behavioral components of social play behavior

The performance of social play behavior is studied in dyadic encounters. Rats (25-40 days old), that are matched
for sex (we usually use males) and weight are used. To preclude the influence of existing dominance hierarchies
on social play, cage mates are never tested against each other. To enhance the motivation for social behavior, rats
are briefly socially isolated before the experiment. Isolation for up to 24 hr causes an orderly increase in social
play behavior during the test [4,18,20]. To enable the ready detection of both increases and decreases in social
play behavior, an isolation time is used that evokes a half-maximal increase in social play behavior, i.e. 3.5 hr

[4].

In rats, a bout of social play behavior starts with one rat soliciting (‘pouncing’) another animal, by attempting to
nose or rub the nape of its neck. The animal that is pounced upon can respond in different ways: if the animal
fully rotates to its dorsal surface, ‘pinning’ is the result. Pinning is regarded as the most characteristic posture in
social play in rats. As rats mature into adulthood, the structure of social play changes. Most prominently, the
response to pouncing with full rotation to the dorsal surface (resulting in pinning) occurs less and is replaced by
evasions and partial rotations [6]. The following behaviors are relevant measures of social play in rats [6,9]:

Pouncing: Nuzzling the nape of the conspecific’s neck with the tip of the snout followed by a rubbing
movement.

Evasion: Upon solicitation, the recipient animal avoids contact with the nape by leaping, running, or turning
away from the partner.

Partial Rotation: Upon contact of the nape, the recipient animal begins to rotate along its longitudinal axis, but
then stops and keeps one or both hind feet firmly planted on the ground.

Pinning: Upon contact of the nape, the recipient animal fully rotates around the longitudinal axis of its body,
ending in a supine position with the other subject standing over it.

Boxing/Wrestling: Rearing in an upright position towards the other subject combined with rapidly pushing,
pawing, and grabbing at each other, or wrapping around the other subject.

Following/Chasing: Moving or running forward in the direction of or pursuing the other subject, who moves
away.
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In addition to these measures, social exploration (sniffing, licking or grooming any part of the body of the test
partner, including the anogenital area) is assessed as a measure of general social interest, which may not
necessarily be associated with playful social behavior. Also, non-social exploratory behavior is measured, in
order to detect any general behavioral impairments as a result of neural or pharmacological manipulations.

To understand the behavioral structure of social play in more detail, we have also established setups to study
specifically the rewarding and motivational properties of social play. The rewarding properties of social play
behavior are assessed using a place conditioning setup [1,15]. In place conditioning experiments, an apparatus is
used that consists of two chambers that can be clearly distinguished by the animals, for example on the basis of
different visual, tactile and olfactory cues. Preferably, the animals should have no innate preference for one of
the two chambers before conditioning starts. During conditioning, the animals are allowed to engage in social
play behavior in one chamber and are placed alone in the other chamber, in alternating sessions. In this way, the
cues in one chamber gain meaning to the animal because they get paired with something behaviorally relevant,
i.e. social play. During testing, the animals can freely move around the two chambers and the time they spend in
either one is recorded. If they spend more time in the chamber that has been associated with social play, than this
is said to evoke conditioned place preference, which is interpreted as social play having positive subjective
(‘pleasurable’) effects. In order for social play behavior to evoke conditioned place preference, our parametric
analysis has indicated that social isolation during conditioning and testing (causing the animals to be able to
engage in social play only during conditioning sessions) is optimal. We have found that 8 conditioning sessions,
lasting 30 min each, induces robust, social play-induced conditioned place preference [11].

At this moment, we are also developing an operant conditioning setup, in which animals have to lever press in
order to gain the opportunity to engage in a short episode of social play. Social isolation during training sessions
causes animals to readily acquire the task. Once trained, the animals perform in a stable fashion under both fixed
ratio (where a fixed number of lever presses throughout the test session is required to receive the reward) and
progressive ratio schedules of reinforcement (where an increasing number of lever presses after each reward is
required).

The neuropharmacology of social play behavior

Our recent work has focused on the neurobiology of social play behavior. These studies have revealed important
roles for cannabinoid, opioid, dopaminergic, noradrenergic and serotonergic neurotransmission in social play
[3,8,12-14,20, for reviews see 9,17]. This is in keeping with the rewarding properties of social play, as these
neurotransmitter systems have been widely implicated in the positive subjective properties of food, sex and
drugs. In-depth analysis of the underlying neural substrates has identified the nucleus accumbens as a site of
action for the stimulating effects of mu-opioid receptor agonists on social play behavior [10]. Furthermore,
analysis of immediate early gene expression patterns after social play revealed activation of limbic corticostriatal
pathways during social play. Based on these data, pharmacological inactivation studies have subsequently
confirmed the importance of the prelimbic cortex, medial orbitofrontal cortex and nucleus accumbens core for
social play [16].

Conclusions

Our studies have shown that the performance of social play, as well as its rewarding and motivational properties
can be readily assessed in adolescent rats. Interacting opioid, cannabinoid and dopaminergic systems within the
corticolimbic circuits underlying incentive motivation and reward modulate social play behaviour.
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Abstract

Autism is a complex neurodevelopmental disorder characterized by 1) aberrant reciprocal social interactions, 2)
deficits in social communication, and 3) repetitive, stereotyped patterns of behaviors, along with narrow
restricted interests. Designing mouse behavioral assays with face validity to the three core symptoms of autism
in humans is a daunting challenge for behavioral neuroscientists. Mice produce vocalizations in the ultrasonic
range, i.e. clearly above the human frequency threshold and therefore not audible to humans. Such ultrasonic
vocalizations serve as situation-dependent affective signals and convey important communicative information.
Measuring the emission of ultrasonic vocalizations and the behavioral responses to ultrasonic vocalizations in
playback experiments provides therefore an unique tool to study communication in mice. This is of high
relevance for mouse models of autism, since delayed language and poor communication skills are fundamental
to the diagnosis of autism.

Introduction

Autism is a complex neurodevelopmental disorder characterized by 1) aberrant reciprocal social interactions, 2)
deficits in social communication, and 3) repetitive, stereotyped patterns of behaviors, along with narrow
restricted interests (DSM-IV-TR, 2000). While the causes of autism remain unknown, a strong genetic
component in the etiology of autism is indicated by extraordinarily high [1-3]. Genome-wide and pathway-based
association studies led to the identification of more than hundred autism candidate genes [4-6]. Considerable
efforts are made to better understand the genetic causes of autism. The generation of genetically modified mice
is a powerful tool to study the physiological functions of such candidate genes. Mouse models with homologous
mutations, e.g. Shank3 knockout mice, have revealed behavioral phenotypes relevant to the three autism core
symptoms [7,8].

Designing mouse behavioral assays with face validity to the three core symptoms of autism in humans is a
daunting challenge for behavioral neuroscientists. While reliable tests are available to assess the first core
symptom, social deficits, and third core symptom, repetitive behavior, in mice, it is particularly difficult to
measure communication deficits in mice [9].

Mice produce vocalizations in the ultrasonic range, i.e. clearly above the human frequency threshold and
therefore not audible to humans. Such ultrasonic vocalizations serve as situation-dependent affective signals
[10,11]. Currently, three types of ultrasonic vocalizations are known in mice. Their occurrence is dependent on
the animal’s age. 1) Isolation-induced ultrasonic vocalizations are emitted by mouse pups during the first two
weeks of life when separated from mother and littermates [12]. Isolation-induced ultrasonic vocalizations were
the first purely ultrasonic signals reported to be produced by mice. They were discovered by Zippelius and
Schleidt in 1956. Zippelius and Schleidt suggested that isolation-induced ultrasonic vocalizations serve
communicative purposes, since they have observed that mothers leave the nest to retrieve vocalizing pups
scattered outside the nest, whereas no retrieval behavior was seen in response to pups that have been
anesthetized and hence did not emit isolation-induced ultrasonic vocalizations. Later, their communicative
function was confirmed by playback experiments [13-15]. 2) Interaction-induced ultrasonic vocalizations occur
during social investigation in juvenile mice aged three to four weeks [16]. Because their occurrence is positively
associated with social investigation behavior, it was suggested that interaction-induced ultrasonic vocalizations
help to maintain social contact [16]. 3) Female-induced ultrasonic vocalizations are uttered by adult male mice
when exposed to females [17] or female urine [18]. As shown in devocalization and playback studies, female-
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induced ultrasonic vocalizations serve an important communicative function as well, namely to attract females
[19,20].

Measuring the emission of ultrasonic vocalizations and the behavioral responses to ultrasonic vocalizations in
playback experiments provides therefore an unique tool to study communication in mice. This is of high
relevance for mouse models of autism, since delayed language and poor communication skills are fundamental
to the diagnosis of autism.

Methods

Isolation-induced ultrasonic vocalizations in pups: For the induction of isolation-induced ultrasonic
vocalizations, pups are separated from mother and littermates under room temperature for 10 minutes during the
first two weeks of life. Pups are removed individually from the nest at random and gently placed into an isolation
box made of plastic (an example is shown in Figure 1; [21]) or an isolation container made of glass, containing
clean bedding material [22,23]. Emission of ultrasonic vocalizations is monitored by an UltraSoundGate
Condenser Microphone CM 16 (Avisoft Bioacoustics, Berlin, Germany) placed in the roof of the sound
attenuating box. The microphone is connected via an UltraSoundGate 116 USB audio device (Avisoft
Bioacoustics) to a personal computer, where acoustic data are recorded with a sampling rate of 250,000 Hz in 16
bit format by Avisoft RECORDER (version 2.97; Avisoft Bioacoustics). The microphone that is used for
recording is sensitive to frequencies of 15-180 kHz with a flat frequency response (£6 dB) between 25-140 kHz.

Interaction-induced ultrasonic vocalizations in juveniles: For the induction of interaction-induced ultrasonic
vocalizations pairs of mice are allowed to socially interact after a short period of social deprivation. For acoustic
recording, the same equipment can be used as for isolation-induced ultrasonic vocalizations (Avisoft
Bioacoustics).

Female-induced ultrasonic vocalizations in adult males: For the induction of female-induced ultrasonic
vocalizations adult male mice are exposed to a drop of female urine. To elicit high rates of ultrasonic
vocalizations female urine needs to be fresh [24]. Also, male mice with female experience emit more ultrasonic

Figure 1. Setup for measuring isolation-induced ultrasonic vocalizations in rodent pups. The roof and one wall are
made of transparent plastic to allow video observation during the test. The isolation box is placed in a sound attenuating
isolation cubicle (51x71x51 cm; Coulbourn Instruments, Allentown, USA) equipped with 2 white-light LED spots (63 lux,
Conrad Electronic GmbH, Hirschau, Germany) and a black/white CCD camera (Conrad Electronic GmbH) connected to a
DVD recorder (DVR-3100 S, Pioneer, Willich, Germany).
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vocalizations than male mice without such an experience [24]. For acoustic recording, the same equipment can
be used as for isolation-induced ultrasonic vocalizations (Avisoft Bioacoustics).

Acoustical analysis: For acoustical analysis, recordings are transferred to Avisoft SASLab Pro (version 4.50;
Avisoft Bioacoustics) and a fast Fourier transform is conducted (512 FFT length, 100 % frame, Hamming
window and 75 % time window overlap [21]). Correspondingly, the spectrograms are produced at 488 Hz of
frequency resolution and 0.512 ms of time resolution. Call detection is provided by an automatic threshold-based
algorithm (amplitude threshold: -40 dB) and a hold-time mechanism (hold time: 10 ms). A high-pass filter of 20
kHz is used to reduce background noise outside the relevant frequency band to 0 dB. The accuracy of call
detection by the software is verified manually by an experienced user. When necessary, missed calls are marked
by hand to be included in the automatic parameter analysis. Total number of ultrasonic vocalizations is
calculated for the entire session and in 60 s time bins, to visualize the time course of the ultrasonic vocalization
response. Additional parameters include peak frequency and peak amplitude, i.e. loudness, which are derived
from the average spectrum of the entire call, are determined automatically. Peak amplitude is defined as the point
with the highest energy within the spectrum. Peak frequency is defined as the frequency at the location of the
peak amplitude within the spectrum. In addition, the extent of frequency modulation, i.e. the difference between
the lowest and the highest peak frequency within each call, is measured automatically. Temporal parameters
include latency to start calling, total calling time, and call duration.

Results

Results obtained provide an in-depth characterization of auditory communication in mice throughout life.
Exemplary spectrograms are shown (see Figure 2).

Discussion

BTBR T+tf/J mice are currently among the most commonly used mouse models of autism [9]. In a series of
experiments it was shown that all three types of ultrasonic vocalizations are affected in this mouse model. As
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Figure 2. Exemplary spectrograms of mouse ultrasonic vocalizations. A) Isolation-induced ultrasonic vocalizations; B)
Interaction-induced ultrasonic vocalizations; C) Female-induced ultrasonic vocalizations.
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pups, BTBR T+tf/J mice display an untypical repertoire of isolation-induced ultrasonic vocalizations [25]. As
juveniles, reduced social interaction behavior is paralleled by a reduction in interaction-induced ultrasonic
vocalizations [26]. As adults, male BTBR T+tf/J mice displayed minimal ultrasonic vocalization responses to
female urine obtained from both BTBR T+tf/J and C57BL/6J, a standard mouse strain showing high levels of
social behavior [27]. The lack of female-induced ultrasonic vocalizations was associated with untypically low
scent marking, a measure of olfactory communication [27]. This indicates that the BTBR T+tf/J mouse model of
autism incorporates phenotypes relevant to the second diagnostic symptom of autism, communication deficits,
along with its strong behavioral phenotypes relevant to the first and third diagnostic symptoms, impairments in
social interactions and high levels of repetitive behavior [24].

Candidate genes for autism include genes encoding for the SHANK family of synaptic scaffolding proteins.
Mutations in SHANK3 and deletions containing SHANK3 have been detected in several autistic individuals [28].
Despite behavioral phenotypes with relevance to the first and third diagnostic symptoms of autism, ultrasonic
communication behavior was found to be only mildly impaired in Shank3 knockout mice [7,8]. Shankl is a
related scaffolding protein within the postsynaptic density, promoting the morphological and functional
maturation of synapses. When tested for isolation-induced USVs as pups, Shankl null mutants emitted fewer
USVs as compared to wild-type littermates; and as adults in response to female urine, the USV production by
Shankl null mutant males was characterized by an unusual time pattern [23]. In addition, Shankl null mutant
males displayed lower levels of scent marking in proximity to the female urine spot [23].

Together, these data support the relevance of ultrasonic vocalizations for mouse models of neuropsychiatric
disorders characterized by social deficits, such as autism. Importantly, the automated assessment of ultrasonic
vocalizations at different time points during mouse development will allow high-throughput testing of social
communicative behavior in mice.
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Abstract

Mice and rats produce vocalizations in the ultrasonic range, i.e. clearly above the human frequency threshold and
therefore not audible to humans. Such ultrasonic vocalizations (USVs) serve as situation-dependent affective
signals and convey important communicative functions. Here, we tested whether different acoustic stimuli,
including aversive 22-kHz USVs and appetitive 50-kHz USVs, elicit distinct behavioral response patterns that
can be differentiated by the automated video tracking system EthoVision. Results show that playback of acoustic
stimuli elicited distinct patterns of behavioral activity. While playback of aversive 22-kHz USVs were followed
by behavioral inhibition, appetitive 50-kHz USVs induced an increase in locomotor activity, which is directed
towards stimulus source. The present findings further support the conclusion that aversive 22-kHz USVs serve
an alarm function to warn conspecifics about external danger and that 50-kHz USVs serve a social affiliative
function as social contact calls. The distinct behavioral response patterns elicited can be measured by using the
automated video tracking system EthoVision. This will allow high-throughput testing of social communicative
behavior in rats.

Introduction

Mice and rats produce vocalizations in the ultrasonic range, i.e. clearly above the human frequency threshold and
therefore not audible to humans. Such ultrasonic vocalizations (USVs) serve as situation-dependent affective
signals [1; 2]. Rodent USVs have attracted considerable interest as it was suggested that they can serve as a
direct measure of affect, i.e. of the animal’s subjective emotional state. Furthermore, as rodent USVs convey
important communicative information, measuring them offers the opportunity to study communication in rodent
models of neuropsychiatric disorders characterized by social and communication deficits such as autism and
schizophrenia. In the rat, three USV types are known: 1) 40-kHz USVs, which are emitted by pups when isolated
from mother and littermates; 2) 22-kHz USVs, which are emitted by juvenile and adult rats in aversive situations
such as fear-conditioning or social defeat; and 3) 50-kHz USVs, which are emitted by juvenile and adult rats in
appetitive situations such as rough-and-tumble play, mating or when tickled playfully. In the mouse, similar call
types exist with the exception of 22-kHz USVs, which are not present in mice.

In aversive situations, such as fear learning, 22-kHz USV production was found to be strongly correlated with
freezing behavior, the most commonly used fear measure in rodents, and was shown to be highly dependent on
the situation’s aversiveness. Rats exposed to higher shock intensities emitted more aversive USVs than rats
exposed to lower shock intensities during fear learning and testing, i.e. in absence of shock application when
exposed to a formerly neutral stimulus that has been repeatedly paired with shocks [3]. In addition to situational
factors, individual differences in disposition for anxiety-related behavior play an important role. Rats
characterized as anxious based on their anxiety-related behavior on the elevated plus maze emitted more aversive
USVs during fear learning than less anxious rats [4]. In contrast, in appetitive situations, such as rough-and-
tumble play, 50-kHz USV production could serve as indicators of high welfare. When tickled playfully by an
experienced human experimenter, appetitive USV production was found to be highly correlated with the level of
newborn cells in the hippocampus, a brain area important for learning and memory as well as emotion and stress
regulation. Rats displaying a depressive-like phenotype with low rates of appetitive USVs were characterized by
low levels of newborn cells [5].

Behavioral, neuronal and pharmacological studies provide evidence that USVs serve communicative purposes. It
is known for a long time that 40-kHz USVs elicit maternal search and retrieval behavior. More recently,
however, it was demonstrated that also 22-kHz USVs and 50-kHz USVs induce call-specific behavioral
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responses in the receiver [6]. While 22-kHz USVs induce freezing behavior, indicating an alarm function, 50-
kHz USVs induce social approach behavior, supporting the notion that they serve as social contact calls. The
opposite behavioral responses are paralleled by distinct patterns of brain activation [7]. While 22-kHz USVs
induce activation in amygdala and periaqueductal gray, 50-kHz USVs are followed by activation in the nucleus
accumbens. As indicated by subsequent pharmacological studies [8], social approach behavior in response to 50-
kHz USVs depends on an intact opioid system.

Here, we tested whether different acoustic stimuli, including aversive 22-kHz USVs and appetitive 50-kHz
USVs, elicit distinct behavioral response patterns that can be differentiated by an automated video tracking
system (EthoVision, Noldus, Wageningen, The Netherlands).

Methods

Animals and housing: Male Wistar rats (HsdCpb:WU, Harlan-Winkelmann, Borchen, Germany) served as
subjects. Animals were housed in groups on Tapvei peeled aspen bedding (indulab ag, Gams, Switzerland) in a
Macrolon type IV cage (size: 378x217x180 mm, plus high stainless steel covers). Lab chow (Altromin, Lage,
Germany) and water (0.0004% HClsolution) were available ad libitum. Animals were housed in an animal room
with a 12:12 h light/dark cycle (lights on 7-19 h) where the environmental temperature was maintained between
20-25° Celsius. Prior to testing, all animals were handled for 3 days in a standardized way (5 min each day).

All experimental procedures were approved by the local government ethical committee (Regierungsprésidium
Giessen, Germany; MR 20/35, Nr. 50/2010).

Experimental setting: Testing was performed on a radial maze of gray plastic with 8 arms (9.8x40.5 cm)
extending radially from a central platform (diameter: 24 cm), which was elevated 52 cm above the floor (see
Figure 1 & 2; for details see: [9]). Acoustic stimuli were presented through an ultrasonic speaker (ScanSpeak,
Avisoft Bioacoustics, Berlin, Germany; see Figure 3) using an external sound card with a sampling rate of 192
kHz (Fire Wire Audio Capture FA-101, Edirol, London, UK) and a portable ultrasonic power amplifier with a
frequency range of 1-125 kHz (Avisoft Bioacoustics). The loudspeaker had a frequency range of 1-120 kHz
with a relatively flat frequency response (+ 12 dB) between 15-80 kHz. It was placed 20 cm away from the end
of one arm at a height of 52 cm above the floor. Testing was performed under red light (approximately 11 lux in
the center of the maze and between 9 and 12 lux in the arms) in a testing room with no other rats present. All
behavioral tests were conducted between 9-17 h. Prior to each test, behavioral equipment was cleaned using a
0.1 % acetic acid solution followed by drying.

Behavior was monitored by a video camera (Panasonic WV-BP 330/GE, Hamburg, Germany) from about 150
cm above the maze, which fed into DVD recorder (DVR-3100 S, Pioneer, Willich, Germany). Playback of
acoustic stimuli were monitored by two UltraSoundGate Condenser Microphones (CM 16; Avisoft Bioacoustics;
see Figure 3) placed 20 cm away from the maze at a height of 55 cm above the floor. One out of these two was
placed next to the loudspeaker, i.e. in front of the three proximal arms, whereas the other one was placed vis-a-
vis in front of the three distal arms. These microphones were sensitive to frequencies of 15-180 kHz with a flat
frequency response (x 6 dB) between 25-140 kHz, and were connected via an Avisoft UltraSoundGate 416 USB
Audio device (Avisoft Bioacoustics) to a personal computer, where acoustic data were displayed in real time by
Avisoft RECORDER (version 2.7; Avisoft Bioacoustics), and were recorded with a sampling rate of 214,285 Hz
in 16 bit format.

Acoustic stimuli: The following three acoustic stimuli were used: 1) 22-kHz USVs, 2) 50-kHz USVs, and
background noise (see Figure 4). All stimuli were presented for 1 min with a sampling rate of 192 kHz in 16 bit
format. USVs were presented at about 69 dB (measured from a distance of 40 cm), and noise was presented with
about 50 dB, which corresponds to the background noise during playback of the other stimuli. The 22-kHz USVs
had been recorded from a male Wistar rat after applications of foot-shocks (for setting and recording see: [3]).
The 50-kHz USVs had been recorded from a male Wistar rat during exploration of a cage containing scents from
a cage mate (for setting and recording see: [10]). The presentation was composed of a sequence of 3.5 s, which
was repeated for 1 min, i.e. 17 times, to assure the presentation of a high number of frequency-modulated calls

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
144 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



Figure 1. Setup for playback experiments and red light device. Elevated eight arm radial maze equipped with two
ultrasonic microphones and two loudspeakers (Avisoft Bioacoustics; Berlin Germany). The rat’s behavioral responses
during playback of ultrasonic stimuli are recorded with a video camera positioned above the elevated eight arm radial
maze. Testing is performed under dim red light.

within a relatively short period of time. Since the two acoustic stimuli presented contained background noise, i.e.
sounds, which occur when a rat is exploring an arena with bedding, background noise without calls was
presented to control for its possible effects.

Experimental procedure: A given animal was placed onto the central platform of the radial maze, facing the
arm opposite to the loudspeaker. After an initial phase of 15 min where no acoustic stimuli were presented
(habituation), the rat was exposed to three presentations of acoustic stimuli for 1 min, each followed by an inter-
stimulus-interval of 10 min.

Behavioral and acoustic analysis: Behavioral analysis was performed using an automated video tracking
system (EthoVision, Noldus Information Technology, Wageningen, The Netherlands). Previously, the following
parameters were obtained: 1) total distance travelled (cm), 2) number of arm entries into the three proximal or
distal arms (n) and 3) the time spent thereon (6; 8). Here, the track profile was acquired. For the automated

I proximal
[ distal
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Figure 2. Schematic illustration of the elevated radial eight arm maze. Arms close to the loudspeaker are denoted as
proximal, central arms as neutral and opposite arms as distal.
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Figure 3. Ultrasonic loudspeaker for playback presentations and microphone for ultrasonic recording.

analysis, input filters were activated to avoid an over-estimation of locomotor activity due to head-movements: a
minimal distance moved of 8 cm was used for the total distance travelled, whereas a minimal distance moved of
3 cm was used for the arm entries.

For acoustical analysis, recordings were transferred to SASLab Pro (version 4.38; Avisoft Bioacoustics) and a
fast Fourier transform was conducted (512 FFT-length, 100 % frame, Hamming window and 75 % time window
overlap). Correspondingly, the spectrograms were produced at 488 Hz of frequency resolution and 0.512 ms of
time resolution.

Results

Playback of acoustic stimuli elicited distinct patterns of behavioral activity (see Figure 5). While playback of
aversive 22-kHz USVs were followed by behavioral inhibition, appetitive 50-kHz USVs induced an increase in
locomotor activity, which is directed towards stimulus source. Playback of noise led to an undirected increase in
behavioral activity. The results show that different acoustic stimuli, including aversive 22-kHz USVs and
appetitive 50-kHz USVs, elicit distinct behavioral response patterns that can be differentiated by an automated
video tracking system (EthoVision).
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Figure 4. Exemplary spectrograms of the presented acoustic stimuli. A) 22-kHz USVs, B) 50-kHz USVs, and C)
background noise.
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Figure 5. Exemplary patterns of behavioral activity measured by using EthoVision.

Discussion

In line with previous findings [6; 7; 8], it was found that aversive 22-kHz USVs and appetitive 50-kHz USVs
induce call-specific behavioral responses in the receiver. The present findings further support the conclusion that
aversive 22-kHz USVs serve an alarm function to warn conspecifics about external danger and that 50-kHz
USVs serve a social affiliative function as social contact calls. Importantly, the present findings demonstrate that
the behavioral response patterns elicited by aversive 22-kHz USVs and appetitive 50-kHz USVs can be
measured by using an automated video tracking system (EthoVision). This will allow high-throughput testing of
social communicative behavior in rats.

Social communicative deficits occur in a number of neuropsychiatric disorders, among them
neurodevelopmental disorders such as autism and schizophrenia. Autism is characterized by aberrant reciprocal
social interactions, deficits in social communication, and repetitive, stereotyped patterns of behaviors (DSM-IV-
TR, 2000); and there are overlapping symptoms between autism and schizophrenia, particularly the negative
symptoms such as poverty of speech and social withdrawal (DSM-1V-TR, 2000). To study underlying alterations
in genes, neurotransmitter systems, neuronal plasticity, etc., the development of new rodent behavioral assays
with face validity to social and communication deficits seen in neurodevelopmental disorders is crucial.

Since rats are social animals and rough-and-tumble play during adolescence has an important role for social
development, separation from conspecifics during this phase is known to impair social behavior. Post-weaning
social isolation in rats is a widely used animal model to induce behavioral effects and developmental changes in
the nervous system related to symptoms in psychiatric disorders like schizophrenia [11; 12]. It is therefore of
great interest to see whether the newly developed rat social communication assay is sensitive enough to detect
deficits in social communication induced by juvenile social isolation.
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Abstract

The vocal repertoire of animals consists typically of a limited number of call types which vary substantially
within these categories. One can find all variation from highly graded to more or less distinct vocal repertoires,
and it may be unavoidable that call variants at category boundaries are difficult to categorize. This must not be a
disadvantage for the communication of animals which grew up in the same community, because the efficiency of
categorical perception allows the receiver to respond correctly even in highly graded signaling systems.
However, to understand the evolution of acoustic communication and to compare studies in bioacoustics it is
necessary to have comparable units, or to know how different categorization levels influence the outcome of an
acoustic analysis.

In bioacoustics it is not uncommon to use the visual cues of spectrograms to establish vocal repertoires. In some
cases the visual approach is support by a parametric description of the Fourier transformed wave signals. In other
cases the classification of calls is guided according to their proposed function, grouping them to ‘alarm’,
‘contact’ or ‘food calls’. All these procedure have the disadvantages that they rely on prior assumptions. In cases
of distinct vocal repertoires a time-consuming statistical analysis seems to be dispensable. However, vocal
repertoires of most mammals consist of call types which vary substantially within their categories and it is
difficult to identify reliable boundaries without any statistical approach. Therefore, it seems to be important to
have more objective procedures to establish vocal repertoires.

In a case study of Barbary macaques’ vocal repertoire Hammerschmidt and Fischer [1] have tested a k-means
cluster approach to establish vocal categories. As k-means cluster procedures do not directly present the optimal
cluster solution, they calculated two indices to assess the power of the different cluster solutions: First, they
calculated Etag, which reflects the relative reduction in variance by a given cluster solution in relation to the
overall variation of the unpartitioned data set (‘Zero-model’). With a growing number of clusters Eta increases
successively. Therefore, it is mainly of interest to identify peaks in the course of Eta, which indicate promising
cluster solutions. This can be done by a coefficient (pre) which describes the relative improvement in the
reduction of variance compared to the previous solution (pregy=1-(sum of squaresg/ sum of squares.1)).

The most difficult part conducting such cluster approaches is the identification of relevant acoustic variables. A
high number of variables make it difficult for cluster algorithms to find appropriate cluster centers. In addition,
acoustic parameters are often highly correlated which can shift the result in the direction of these parameters. A
principle component analysis (PCA) can be a useful strategy to reduce the number of acoustic parameters. In
addition the factors of a PCA are uncorrelated and can be used instead of the original acoustic variables.
However, cluster analyses based on factor loadings have a tendency to find a lower number of clusters.
Therefore, we decided to estimate the best cluster solutions for all possible combination of characteristic acoustic
variables.

In a last approach we focused on question whether classical cluster algorithms based on Euclidean distance
measures are really the appropriate tool to describe vocal repertoires of nonhuman primates. As mentioned at the
beginning the categorical perception of a receiver must not work in Euclidean fashion. To achieve this goal we
replaced the Euclidean distance measure by a log-likelihood distance measure. This probability based distance
has the additional advantage to be able to handle both continuous and categorical variables. We used a two-step
cluster procedure and took the Schwarz-Bayesian criterion (BIC) as measures of the best cluster solution. In the
talk we will present data of vocal repertoires of Barbary macaques and Baboons as examples of graded and
discrete vocal repertoires and compare the results of the different approaches.
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Abstract

Highly conserved brain neuropeptides, such as oxytocin (OT), vasopressin (AVP) and the newly described
neuropeptide S, have the potential to regulate elementary social abilities, i.e. social approach and social
preference, social fear as well as individual social memory. These social skills are essential for functioning social
communication among conspecifics. To provide evidence for neuropeptide-dependent social abilities we
established and further developed, respectively, various behavioral assays like the social recognition/social
discrimination, the social preference and the social fear conditioning paradigms. The involvement of
neuropeptides in these behaviors is investigated using central pharmacological manipulation and in vivo
microdialysis.

Introduction

Besides of the general interest in social behavior regulation by neuropeptides, there is substantial interest in the
regulation of abnormal sociability accompanying various psychopathologies including depression, bipolar
disease, autism or anxiety disorders. To reveal the neurobiological underpinnings and to further understand the
involvement of OT and AVP also from a translational perspective in human sociability, appropriate animal
models are essential.

Here, we will describe our efforts to establish and employ rodent models of social behaviors resembling human
behaviors including the social recognition (social discrimination paradigm), a test for social approach, as well as
an experimental setup to test for social fear using a social fear conditioning paradigm in rats and mice where
appropriate.

Methods and Paradigms

Social discrimination. The ability of adult male rats and mice to discriminate between a previously encountered
(same) and a novel con-specific was tested in the social discrimination test according to Engelmann et al. [1]
with some important modifications [2]. The social stimulus, i.e. a male juvenile, was introduced into the home
cage of the experimental male rat or mouse for 4 min (acquisition period). After a defined inter-exposure interval
(consolidation period), the same stimulus was re-introduced along with a novel conspecific for 4 min (retrieval
period). The percentage of time investigating the same and the novel stimulus animal during the retrieval period
was calculated. A lower investigation time directed towards the same versus the novel stimulus was interpreted
as social recognition and memory.

Social preference. As recently described [3], adult male rats or mice were placed in a novel arena allowing a
30- sec habituation period. Then, a small empty wire-mesh cage (object stimulus) was placed at one side wall of
the arena for 4 min (rats) or 2.5 min (mice). The empty cage was then exchanged by an identical cage containing
an unknown male con-specific (social stimulus) for additional 4 min (rats) or 2.5 min (mice). Before each trial,
the arena was cleaned with water containing a low concentration of detergent. In rats, all tests took place during
the active phase starting one hour after lights off using an unknown male rat as social stimulus. Mice were tested
in the early light phase (one hour after lights on) using an unknown male mouse as social stimulus.

Social fear conditioning. As described in great detail recently [4], social fear can be characterized using a
novel social fear conditioning paradigm for mice. For social fear conditioning (day 1), mice were placed in the
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conditioning chamber and, after a 30-s adaptation period, an empty wire mesh cage was placed as a non-social
stimulus near one of the short walls. The mice were allowed to investigate the non-social stimulus for 3 min,
before it was replaced by an identical cage containing an unfamiliar male mouse. Unconditioned mice were
allowed to investigate the social stimulus for 3 min. Conditioned mice were given a 1-s electric foot shock
(0.7 mA, pulsed current) each time they investigated the social stimulus, defined by direct contact with the
mouse. The time mice spent investigating the non-social stimulus served as a pre-conditioning measure of non-
social anxiety. Extinction (day 2 or 15). To investigate whether conditioned mice displayed social fear and
whether this fear could be extinguished, social investigation was assessed in the home cage 1 or 15 days after
social fear conditioning for short-term and long-term social fear, respectively. Extinction recall (day 3 or 16). To
investigate whether repeated exposure to social stimuli during extinction leads to a complete reversal of social
fear, social investigation was assessed in the home cage 1 day after extinction. Extinction recall consisted of
exposing the mice to six unfamiliar social stimuli for 3 min, with a 3-min inter-exposure interval.

Pharmacological manipulation. In order to manipulate the respective neuropeptide system, neuropeptide
synthetic agonists or antagonists were infused either icv or directly into a brain target region via previously
implanted guide cannulas (2 mm above the right lateral ventricle or bilaterally above the region of interest).
Drugs were infused mostly 10 to 20 min before behavioral testing.

Animals received either an icv or a bilateral infusion into the region of interest of either synthetic OT/AVP
(exogenous stimulation; rats: 0.01-0.1 ug), a selective receptor antagonist (blockade of endogenous release; rats:
0.1-0.75 pg, mice: 2-20ug), or vehicle via an infusion cannula.

Intracerebral microdialysis. For measurement of intracerebral oxytocin or vasopressin release during ongoing
behavioral testing in the social discrimination paradigm we implanted a microdialysis probe stereotaxically in
the respective target region (lateral septum). Two days later, five consecutive 30-min dialysates (3.3 pl/min,
Ringer, pH 7.4) were collected during the social discrimination procedure: dialysates 1 and 2 were taken under
baseline (undisturbed) conditions, dialysate 3 during the social memory acquisition period starting with the 4-
min exposure to the first 3-week-old rat, and dialysates 4 and 5 were taken thereafter. Microdialysates were
collected and vasopressin/oxytocin content was quantified using a highly sensitive radioimmunoassay.

Involvement of central neuropeptides in social behaviors

We provide further evidence for the a prominent role of OT and AVP in basic social behaviors, i.e. social
approach and social recognition in male rats and mice, that are prerequisites for diverse social behaviors like
aggression, sexual behavior, and pair bonding. Furthermore, we present a new model for measuring conditioned
social fear in mice.

Naturally, male rats and mice demonstrate a preference for social stimuli over non-social stimuli. We
demonstrated that the social preference behavior in both rats and mice is dependent on the endogenous OT
system. Thereby, we provided first evidence for the involvement of endogenous OT in social approach behavior
and affiliation towards a same-sex social stimulus in rodents, which is thereby not linked to reproductive
behavior. We also demonstrated that social stressors, like acute social defeat, significantly impair social
preference. Social defeat caused social avoidance in male rats when tested in the social preference paradigm, and
synthetic OT was able to reverse such social deficits in rats, but could not further elevate social preference
behavior in normal, undefeated rats.

Concerning the involvement of OT and AVP in rodent social cognition, we demonstrated that brain OT is
required for the consolidation of social memory in male rats and mice. We demonstrate that OT receptor
activation in the lateral septum is needed for social memory, whereas OT receptor activation in the medial
amygdala is important for social memory for adult females only. This suggests a key role for the medial
amygdala in mediating social memory depending on the biological relevance of the social stimulus.

Endogenous AVP release into the lateral septum of male rats was measured, accompanying social memory
acquisition during social discrimination. This not only supports the involvement of septal AVP in male social
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recognition, but also provides evidence that septal AVP release can also be triggered during a non-aggressive
encounter.

We also measured AVP release within the lateral septum of postnatally stressed male rats (maternal separation)
during social recognition. We found a blunted AVP release in response to the initial social stimulus during social
recognition in these postnatally stressed rats. Control experiments, using non-social stimulation, proved that this
blunted release was specifically related to the social stimulation. Finally, the impairment in social recognition
was causally linked to the blunted AVP release during social memory acquisition, as administration of synthetic
AVP enhanced social recognition abilities of stressed rats to the level of unstressed rats. These findings strongly
imply a link between a deficient central AVP signaling and social cognition deficits in rats.

Neuropeptide S tested in the social discrimination and social preference paradigms had no effects on social
behavior.

Using the social fear conditioning paradigm we can show that by administering electric foot shocks during the
investigation of a con-specific (social fear conditioning), social investigation can be severely reduced for both
short- and long-term periods. In contrast, other behaviors such as fear of novelty, general anxiety, depressive-like
behavior, or locomotion were found unchanged, which is indicative of specific social fear as a result of social
fear conditioning. Both diazepam and paroxetine were able to reverse social fear thus validating the model.

Thus, our models of social preference/social avoidance, and of social fear conditioning provide unique animal
models for increasing our understanding of normal and dysfunctional social behaviours, in particular of social
fear as element of social anxiety disorders and for developing and testing novel treatment options.
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Introduction

Phonetic imitation plays an important role in human interaction in that it reflects the closeness of the social bond
between two individuals. Past studies have indicated the importance of the region between 50 Hz to 300 Hz (the
fundamental frequency (FO) region) which is the most important source of information regarding emotions,
stands and attitudes in the voice [1,2]. The same region also provides acoustic information for imitation
exploited in promoting social convergence and status accommodation [3-8] and expressing ingroup-outgroup
bias [9]. Interestingly, there appear to be large individual differences in speakers’ ability to imitate FO. Using the
shadowing task paradigm, originally introduced by [10], a recent study [11] found a considerable amount of
variation in FO accommaodation, with some subjects actually diverging from the FO of the model talker.

We hypothesized that the individual differences in speakers’ ability to imitate FO may at least partly be due to
their neurocognitive ability to extract information about pitch from the speech signal. In particular, due to
neuroanatomical differences found in the lateral Heschl’s gyrus (the “pitch processing center’), some listeners
show an auditory perception bias for the sound as a whole (fundamental listeners), while others (spectral
listeners) focus on its harmonic constituents [12,13]. The auditory perception bias has been almost exclusively
analyzed in the context of musical training, but the results of individual studies indicate that it may also affect
linguistic performance [14,15]. This study is the first attempt to explore the role of perception bias in imitation
and thus its possible impact on social convergence.

Experimental study

Participants. Eighty-eight Dutch native speakers (67 female) between the age of 17-25y (M=20.48, SD=2.12)
participated in the experiment for course credit. None of them reported any hearing difficulties. Fourteen of the
participants were left-handed; about a half of the experimental group described their musical proficiency as low
to average, the other half assessed their proficiency as high to professional.

Measuring auditory perception bias. Participants’ auditory perception bias was determined with a variation of
the psychoacoustic perceptual test described in [16], [17] and [18]. For the perceptual test, we constructed 36
pairs of complex harmonic tones, all 160 ms long, that consisted of 2-4 harmonics, with the same harmonic
composition as employed by [17]. Participants were asked to categorize 18 perceptually ambiguous stimuli
consisting of two complex tones, A and B, that were composed of a number of upper harmonic tones with the
same highest harmonic but different levels of virtual fundamental pitch (derived from the harmonics as the best
fit) and spectral pitch (based on the lowest harmonic). For example, the sequence A = (800 Hz + 1000 Hz) and B
= (667 Hz + 1000 Hz) would be perceived as rising by a fundamental listener who would derive the missing FO
to be 200 Hz for tone A and 333 Hz for tone B; it would, however, be perceived as falling by a spectral listener
who would focus on the lowest harmonics, i.e., 800 Hz and 667 Hz. The other 18 stimuli served as control trials
in that their interpretation is unambiguous but helps to determine a participant’s level of attention to the task.
Listeners were instructed to categorize each experimental stimulus (tone pair) as either ‘rising’ or ‘falling’,
depending on their perception of the sequence. Based on their answers, we calculated their individual
‘Coefficient of Sound Perception Preference’ (D,) using the formula D, = (F-Sp)/(F+Sp), where F is the number
of virtual fundamental classifications and Sp the number of spectral classifications. We calculated the ‘Listener
Attention Coefficient’ (Da) as the proportion of correctly categorized unambiguous stimuli. In order to test the
validity of the perceptual test, we repeated the measurement approximately one month later under the same
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conditions with a subset of the participant set (N=64). The Shapiro-Wilks test of normality revealed that the
coefficient D, was not normally distributed in our experimental group: the majority of our participants performed
as fundamental listeners (Mean_D,=.397, SD=.406). A comparison of the first and the second measurement
showed that even without feedback, repeated exposure to the ambiguous stimuli results in a shift towards
fundamental auditory bias (Spearman’s rho = .69, p < .0001). In order to explore the possibility that the
difference between the first and the second measurement of participants’ sound perception preference was due to
the level of attention devoted to the task, we compared the absolute difference between the first and the second
D, to the attention coefficient D. The correlation between the attention coefficient D, in the first measurement
and the | Dy, - Dy, | was significant (Spearman’s rho = -.35, p < .01), indicating that poor attention to the task in
general may have been the reason for the observed shift in D,. In the subsequent analysis relating speakers’
perceptual bias to their ability to imitate FO in a shadowing task, we used the value of D, collected during the
first measurement (i.e., in the same session as the shadowing task). We excluded the data from participants
whose attention coefficient D was lower than .9, i.e. those who classified two or more of the unambiguous
stimuli incorrectly; this results in a sample of N=41.

Shadowing task. The material used during the shadowing task consisted of 16 sentences (8 declaratives and 8
interrogatives) that were presented four times in different orders to each participant. During the first and the
fourth presentation, the sentences were presented one-by-one on a computer screen and the participant was
instructed to read them in a neutral manner. During the second and the third presentation, the material was
presented in an auditory form through a Sennheiser HMD26-600 headset. The participant was asked to repeat the
sentences as precisely as possible. For model talkers, we used four different Dutch speakers (two male and two
female) who were selected from a set of ten candidates on the grounds of speech clarity and lack of regional
accent. The model talkers pre-recorded the 16 sentences in a soundproof booth with a Sennheiser HMD26-600
mic headset. Per participant, we used the recordings of a single model talker in order to increase exposure to the
model talker’s pitch. The participants were randomly divided between two experimental conditions; half of the
participants heard full speech recordings while the other half heard recordings that were filtered with a 300-Hz
high-pass Butterworth filter implemented in the Signal Processing Toolbox in Matlab. We calculated the ‘Degree
of FO Imitation’ by subtracting the absolute difference between the second and third FO measurement (where the
participant was shadowing) from the absolute difference between the model talker’s FO and the participant’s FO
in the first measurement (baseline). Thus, a positive value of the ‘Degree of FO Imitation’ indicates that the
participant adapted to the model talker’s FO, a negative value means the participant diverged and 0 represents no
measurable change in mean FO. Given the considerable size of the speech corpus that was collected (5632
utterances in total), for the purpose of the analysis reported here, we focused solely on the initial voiced segment
in one of the interrogative sentences (‘Kan ik bij een vertraging mijn geld terug krijgen?’ - “Can | get my money
back in case of delays?”). The segment was extracted using a semi-automatic method and the pitch was
determined with the autocorrelation method in Matlab.

The FO measurements were analyzed with multiple regression with the between-subject condition FO Filter (full
speech signal vs. signal with frequencies above 300 Hz) and the participant’s Coefficient D, as predictors and
the Degree of FO Imitation as the dependent variable. As shown in Table 1 and 2, respectively, there was a main
and interaction effect of the two predictors on the Degree of FO Imitation, both for the second measurement (the
first time the participants were shadowing the model talker’s speech), F(2,38)=3.443, p<.05, as well as for the

Table 1. Summary of Multiple Regression Analysis for the Degree of FO Imitation in the second measurement (N=41).

Variable B SE(B) Beta t Sig.(p)
FO Filter 50.71 16.20 .591 3.130 .003
Coefficient D, 51.36 18.31  .443 2.805 .008
FO Filter * Coefficient ¢, -81.08 36.62  -.400 -2.214 033

Note. r’=0.252
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Table 2. Summary of Multiple Regression Analysis for the Degree of FO Imitation in the third measurement (N=41).

Variable B SE(B) Beta t Sig.(p)
FO Filter 55.85 19.55 558 2.857  .007
Coefficient D, 43.96 2210 .325 1.989  .054
FO Filter * Coefficient g, -61.10 44.19 -.259 -1.383 175

Note. r’=0.199

third measurement (the second shadowing), F(3,37)=3.065, p < .05. This result shows that more fundamental
listeners are better in FO imitation than less fundamental (spectral) listeners, especially in conditions where the
FO information is missing and needs to be derived from the speech signal.

Concluding Discussion

In the study reported here, we used the standard psychoacoustic perceptual test with missing fundamental
frequencies to determine a speaker’s listener bias. In general, a listener’s ability to perceive the missing FO plays
an important role in sound perception in that it helps to track prosodic contours in speech even when they are
masked by noise or not transmitted [19], as in phone speech where the region up to 300 Hz is missing. The
outcome of the task is somewhat dependent on the composition of the stimuli with the missing fundamental (the
number of harmonics favors either the fundamental - for 4 harmonics, or the spectral - for 2 harmonics -
interpretation; see [20]). Given that of the 18 ambiguous trials, 12 consisted of 3 and 4 harmonics, the task as
such may have favored fundamental perception bias, which might explain the skewed distribution of the
coefficient 9, in our participant group. A future study may therefore involve a more balanced composition of the
stimuli, possibly also varying their length [21]. A comparison of the coefficient 0, measured at two different
moments within a one-month period shows that the coefficient is not stable. In particular, we observed a slight
shift towards a more pronounced fundamental perception, which correlated with the participant’s attention to the
task. Interestingly, a similar training-independent increase in the salience of the virtual fundamental pitch has
been earlier reported by [22], who ascribed it to learning-induced long-term plasticity reflecting the biological
relevance of pitch sensation [23]. We subsequently collected speech data in the classical shadowing task with
two conditions, one with a full speech signal and one with high-pass filtered speech above 300 Hz. In both
conditions, speakers with fundamental listener bias adapted more to the FO of the model talker; as might be
expected, the effect was more pronounced in the high-pass filtered condition. This result suggests advantages for
fundamental listeners in communicative situations where FO imitation is used as a behavioral cue. Future
research needs to determine to what extent auditory perception bias may be influenced by training and whether it
affects other social processes that rely on parsing of the prosodic information.
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Sound aspects of avian singing

Many animals use sounds for communication. Calls and songs often serve functions that have direct fitness
consequences, for example in warning for predators, defending critical resources, and attracting mates. The tight
link with fitness makes such sounds suitable for studying the impact of natural selection on vocal variation and
the consequences for evolutionary change in acoustic signals. Birds are well-known and well-studied with
respect to acoustic behaviour. Most species have a repertoire of calls but the majority of studies have addressed
the typically most prominent vocal behaviour of singing. The two most important functions of singing in birds
concern defending a territory for food, nesting and hiding places and attracting a social partner for mating.
Visual cues often also play an important role in avian communication, such as during display of colours and
plumage patterns or during courtship rituals and song flights. However, sounds, in concert with visual cues or by
themselves, are a prime communication channel for the majority of all birds.

The importance of acoustics in animal communication in general and for birds in particular is closely related to
features that are more or less specific to sound. For example, sound can travel over relatively large distances,
does not rely on the presence of light, and is relatively little affected by obstacles such as leaves and branches.
Furthermore, sound is multidirectional both from the perspective of the sender as from the receiver of a signal.
Acoustic signals radiate away in all directions with only relative amplitude being affected by the facing direction
of the singing bird. Similarly, receivers hear acoustic signals coming in from all directions and do not need to
face the source direction to detect its presence. Although sounds have many benefits for communicating animals,
there are also several environmental factors causing problems. Attenuation and degradation of signals during
transmission though the environment and interference of other sounds can lead to selection on the acoustic
design of signals. Especially the latter impact of ambient noise on production and perception of acoustic signals
has received a lot of recent attention due to the global rise of anthropogenic noise.

Noise impact factors

Natural habitats are full of natural sounds from abiotic sources, such as wind and water flow, and biotic sources,
such as calling frogs and singing birds. However, human activities elevate these ambient noise levels artificially.
The so-called anthropogenic noise from traffic, industry, and recreational activities concerns a global pollution
factor which is still expanding in time and space. The artificially high noise levels are typically of relatively low
frequency and can cause many different problems such as physical damage in cases of extreme overexposure,
physiological stress, and auditory masking, which are all factors that an animal is more or less passively
undergoing (see Figure 1). Furthermore, anthropogenic noise may lead to spatial deterrence, behavioural
interruption, and signal modifications, which are all factors that involve some sort of active response from the
animal. The three passive factors are typically positively related: if one is getting worse the others are likely to
follow the same pattern. An increase in any of the three passive factors also increases the probability that any of
the three active factors occurs. Vice versa the opposite may be the case: the active factors have the potential for
providing relief on the passive factors by reducing the level and duration of exposure.

Many negative effects of increased noise levels along highways, in cities, or at industrial sites, have been
confirmed for birds [1]. It has for example been shown that anthropogenic noise causes passive effects such as
increased heart beat in birds (physiological stress), reduced mating success (auditory masking), and reduced
reproductive success (through physiological stress and/or auditory masking). There are also reports on birds that
start singing at more quiet times of day and/or stop singing after bursts of noise or with rising noise levels
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Figure 1. Schematic overview of six dominant factors that may play a role in assessing the impact of anthropogenic noise on
bird welfare and fitness. The arrows indicate the relationship between factors. The ‘passive’ factors on the left reflect
consequences of undergoing a particular exposure, which typically also increase the probability of occurrence of the “active’
factors on the right. The ‘active’ factors, in contrast, involve behavioural decisions by the individual that are likely to reduce
the severity of the ‘passive’ factors. The purpose of this subdivision into categories is just to emphasize the complexity of
noise impact assessments as, although the overall representation is generally true, the relative importance of factors and the
magnitude and even direction of the relationships will vary per exposure level and duration, per species, and with
physiological and environmental conditions. The dashed line block demarcates the focus of the reported experimental noise
exposure studies.

(behavioural interruption). Especially common are reports on birds singing louder or higher in frequency, or with
more concentrated sound energy bands in more noisy conditions (signal modification). Patterns of noise level
dependent song frequency use have been found both between and within populations. Great tits (Parus major) in
cities across Europe, for example, were found to sing with consistently higher minimum frequency on average
compared to birds in nearby forest sites [2]. Individual great tits in and around Leiden were also found to have a
repertoire of song types with higher minimum frequencies if they had a relatively noisy territory compared to
nearby birds that were singing further away from traffic.

Mechanistic explanations

These patterns of noise-dependent frequency use in birdsong raised the question whether the association had
emerged at an evolutionary, ontogenetic, or more immediate temporal scale [3]. Habitat-dependent selection
could drive micro-evolutionary changes and explain song differences between populations in relatively noisy and
more quiet habitat, but the urban habitat and the rise in traffic noise is relatively recent and is also less likely to
be an explanation for variation between individuals in territories that differ in noise level but are only a few
hundred meters apart. Reduced audibility at noisy sites of low-frequency relative to high-frequency songs could
result in a noise-dependent bias when young birds are building up a song repertoire from memorizing what they
have heard in their surroundings. This possible mechanism could account for patterns between and within
populations, but would not allow for more rapid frequency modifications in response to current fluctuations in
noise level. Such ability of relatively immediate flexibility was revealed in great tits for the first time using
experimental exposure tests in the field.

Singing great tits were exposed to traffic-type “city noise’ to test for changes in frequency use before, during,
and after the period of artificially increased ambient noise level [4]. It turned out that this species was not
shifting upward in frequency by singing a specific song type at higher frequencies, but that it used a noise-
dependent way of switching between song types. Individual birds that were exposed to noise continued to repeat
song types for longer when these song types had a minimum frequency that was relatively high. If they happened
to sing a song type with a minimum frequency that was relatively low, there was more masking and they
switched more quickly. These tendencies provide an explanation for the correlations between song frequency
and noise levels through a noise-dependent assortment: low song frequencies with quiet conditions and high
song frequencies with noisy conditions. Interestingly, this means that the spectral adjustment to noise is actually
achieved in great tits by temporal adjustment (singing particular song types for shorter or longer periods).
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However, although immediate flexibility can explain all patterns of noise dependent frequency use between and
within populations, a contribution of micro-evolutionary or ontogenetic changes can not be excluded yet.

Methodological issues of experimental exposure
Collecting song recordings

Noise-dependent frequency use may contribute to survival ability of birds in environments heavily exposed to
anthropogenic noise [5]. It is therefore important to collect more song recordings and study more species that
have a different singing style than the great tit to investigate whether they can also achieve spectral adjustment
and in what way. Comparative data will eventually provide insight into the species requirements for behavioural
flexibility under noisy conditions and has the potential to help in predicting and mitigating noise impact in the
context of conservation. Planning and conducting new studies starts with checking previous investigations to sort
out, for example, how the singing styles of potential target species compare to e.g. the song type repertoire style
of singing of the great tit [4] or the syllable repertoire style of singing of the chiffchaff (Phylloscopus collybita)

[6].

It is important to get enough song recordings with and without anthropogenic noise, or with low and high levels
of ambient noise, that are not affected by any other acoustic disturbance. Songs or calls of other animal species
overlapping the song recordings of the target individual have the potential to impede accurate measurements.
Prominent activity of other individuals of the same species is also better avoided as in that case social
stimulation may cause dramatic fluctuations in song characteristics that may overrule noise-dependent vocal
changes. Ten clear song recordings or more in each noise level category should do for most types of analyses. It
is good to realize in this context that bird species singing with so-called eventual variety will repeat one song or
syllable type for a number of times before switching to another. Bird species singing with so-called immediate
variety will sing another variant every other song they sing. And then there are also species that are single song
type singers which have only variety in the spectral and temporal details of the one song variant they
continuously sing. This type of variety among species has the potential to affect the sample distribution and can
play a critical role in understanding the mechanism underlying noise-dependent song characteristics, as revealed
for the great tit.

Experimental exposure conditions

The target of experimental exposure experiments in the field is to induce a rise in traffic-like “city noise’ at the
position of a singing bird while all other factors remain the same as much as possible. Keeping recording periods
for songs under different noise conditions, before, during, and possibly also after experimental exposure, as close
as possible together in time will guarantee the optimal extent of condition similarity. Acoustic data collection on
free-ranging animals always requires sensible action by the investigators. Approaching a singing bird off-trail,
setting up equipment that is a-typical to be there, pointing at the target individual with a long and pointy dark
microphone, and staring at it repeatedly by one or more investigators for the duration of the trial, will all make
the probability higher that the bird will stop singing (see Figure 2). It may also fly away to another perch to
resume singing at a distance from the speaker planned to use for the experimental noise exposure. However,
careful operation and selection of optimal distances for the recording and playback equipment, which will
depend on season, specific target species, and local habituation to people, will usually allow getting sufficient
recordings.

It is important to consider the implications of stimulus choice for the noise exposure file to be played back to the
target bird. Different approaches are possible to avoid the problem of pseudo-replication when using just a single
recording of traffic noise as the overlapping noise stimulus file. One can apply a replicated set of traffic noise
recordings [7] or generate a completely artificial sound file with an average traffic-type noise spectrum [4]. Note
that alternative masking approaches have the potential to get answers to more fundamental research questions.
One can apply for example a noise stimulus file which is below and non-overlapping in frequency with the song
frequency range of the target species [8] or which is similar to ‘city noise’ but spectrally reversed; putting most
energy at higher frequencies and masking the upper instead of the lower part of birdsong more [4].
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Figure 2. Cartoon by Mart Ottenheim showing an example of how experimental noise exposure can interrupt natural singing
behaviour of a free-ranging bird.

It is also important to assess the background noise levels and the achieved rise in noise levels after the trial is
over at the song perch used by the focal bird during exposure. Note that the noise level broadcasted through the
speaker will decline with 6 dB per doubling of distance. This means, when you playback a noise file at 90 dB(A)
as measured at one meter in front of the speaker, that the noise exposure level will range between 72 and 66
dB(A) at a distance between 8 and 16 meters in the direction at which you have pointed the speaker. Also note
that the noise spectrum at the bird will be determined by the natural spectrum of the background noise together
with the artificial spectrum, which is dependent on the noise stimulus file, the broadcasting properties of the
speaker, and site-specific attenuation and reverberation. As the noise coming from the speaker will also affect
the recording quality of the singing bird, it is best to use a highly directional microphone pointed at the bird and
away from the speaker. An optimal recorder position is at a side of the speaker and pointed parallel to the
broadcasting direction. Furthermore, getting as close as possible to the bird and as far as possible away from the
speaker, positioning some natural objects in between microphone and speaker if possible, will guarantee the best
recording quality for measurements.

Sonographic measurements

A variety of measures can be taken from sonographic representations of the recorded songs, which will depend
partly on the target bird species and on the acoustic software used. Interesting temporal parameters include the
duration of song bouts, individual songs, syllables, elements, or intervals between particular song units. Note that
the start of a sound is typically a very accurate and reliable measure, while the assessment of the end of a sound
is typically affected to some extent by reverberations or echoes. The associated measurement error increases in
relative importance with decreasing duration of the song units and is only a problem when reverberative qualities
of the environment co-vary with noise conditions. Interesting spectral parameters include: the minimum and
maximum frequency, which are typically assessed by marking the lowest and highest visible trace on the
sonogram attributed to the bird’s song; the so-called peak frequency, which is the frequency at any particular
moment in the song with the highest amplitude, and the dominant frequency, which is the frequency with the
highest level of accumulated energy over the duration of the target song unit. Note that this terminology is not
always consistent across publications and across software packages. So, always check the details of acoustic
definitions. Some software packages, such as Avisoft Bioacoustics (http://www.avisoft.com/), have the option to
extract additional and potentially interesting measures on the energy distribution within the song frequency range
by providing spectral demarcation values for energy quartiles below which 25%, 50%, and 75% of all energy is
concentrated [8].

Measuring spectral changes in song recordings from quiet and noisy periods has the potential for noise-related
artefacts. These artefacts can yield measurement biases away or in the direction of the expected changes in
noise-dependent vocal production. This is especially true for minimum and maximum frequency and less true for
peak and dominant frequency. The extent and direction of this potentially problematic measurement error
depends on the software program and the extent to which measurements rely on cursor placements on the
sonographic display. Note that more digital assessments are typically more objective but also less accurate than
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manual assessments. Our visual interpretation of sonographic traces of signals and noise are usually best to rely
on. A double-blind procedure with the measurements being taken by somebody unaware of the presence or
absence of treatment is difficult as the noise level is always audible and at least visible to some extent. The best
way to go is to assess the potential measurement error by conducting a playback-rerecording session with known
signal properties and controlled variation in ambient noise level at the position of the microphone [6]. Note that
also the energy distribution values, as measured in for example Avisoft Bioacoustics, are potentially affected by
noise conditions, as they accumulate energy from birdsong as well as ambient noise, and they are therefore only
feasible with high signal-to-noise ratios. An advantage is, however, that in this case the potential measurement
artefact due to experimental noise exposure is typically in the opposite direction of the expected change in song
frequency use.

Conclusions

Vocal communication often plays a critical role in the life of birds while noisy human activities are deteriorating
acoustic conditions for signalling in and around cities, along highways, and in the vicinity of airports. Spectral
song adjustments seem a general ability among bird species that persist in such noisy areas, although the relief of
the negative impact from masking noise is not straightforward due to compromises on signal value related to the
adjustment [9]. Nevertheless, the use of higher frequencies reduces the extent of masking by anthropogenic
noise, which usually has a bias to relatively low frequencies. Experimental exposure provides a tool to
investigate the underlying mechanism and an opportunity to compare different species with different singing
styles and different coping abilities. Methodological concerns involve aspects of both the data collection in the
field as the data processing in the laboratory. However, recognition of potential problems and applying adequate
solutions provide perfect opportunities for future studies by which we can gain fundamental understanding about
the ecology and evolution of signal plasticity. At the same time, this information may become of applied value in
a world that is becoming ever more noisy due to human activities.
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Abstract

Disturbed social interaction is seen in many psychiatric and neurological disorders. The majority of animal
models used in the pharmaceutical industry, however, do not allow assessment of social behaviors. This may due
to the beliefs that measuring social behavior is too labor intensive, lacks robustness, or is too complicated to
measure. Here, we describe two models of social domination: Dominance Submissive Behavior and Social
Isolation-Induced Aggression. These models can be useful to estimate efficacy for compounds that may be
beneficial for treatment of depression, mania and disorders with symptoms of enhanced aggressive behavior such
as Alzheimer’s disease and schizophrenia. We demonstrate, by showing data of training sessions and effect
imipramine on established submissive behavior, that Dominance Submissive Behavior can be studied in a
simplified setting with automatic color recognition video tracking. In addition, we show that the level of
aggressive behavior in mice can be easily assessed with simple “real time” latency measurement. However, the
example of effect of buspirone indicates that detailed analysis of drug-induced effects can be partially
automated, but require manual inspection of behavior of video analysis played back on reduced speed. Finally,
training data from both models indicate that selection of animals that show reliable dominant/submissive or
aggressive behavior is essential for drug testing.

Introduction

Disruption of social behaviors is symptoms that occur in many psychiatric and neurological disorders. Yet, the
use of animal models allowing assessment of social behavior in drug discovery is limited. Here, we evaluate two
models that may allow estimation of efficacy profile of compounds in preclinical drug discovery. Dominant
submissive behavior models tax hierarchy formed through social interactions and can be based on naturally
competition for various resources [1]. Dominant submissive behavior has been described for rodents in special
designed arenas. Dominant behavior has been shown to be attenuated by antimanic drugs, whereas submissive
behavior can be reduced by antidepressant drugs [2]. Here, we evaluate effects of the antidepressant drug
imipramine in standard behavioral equipment (open field) with video tracking analysis approach.

Aggressive behavior has been described in disorders such as schizophrenia and Alzheimer’s disease [3,4]. These
symptoms are distressing for the patients, but also for caregivers and family members. For Alzheimer’s disease,
aggression is often the catalyst for institutional care [4]. Various animal models have been described. Here, we
evaluate the development of aggression social isolated animals and compare various analysis methods to detect
the effects of 5-HT 4 receptor partial agonist buspirone in aggressive mice.

Methods
Animals

Male Han Wistar rats (Janvier, France, weighing between 250-300g) housed in groups of four were used for
Dominant Submissive Behavior. Male Swiss OF1 (residents, purchased form Charles River, Germany) and
NMRI (intruders, purchased from Janvier, France) 6 weeks of age at arrival were used for social isolation-
induced aggression. Residents were single housed for 4-6 weeks before the start of an experiment. Intruders were
housed in groups of five. Animals were kept under standard laboratory conditions (21+1 °C air temperature and
55+15% humidity), with free access to food (except for Dominant Submissive Behavior) and water.
Experimental procedures were approved by Abbott’s Animal Welfare Officer, and were performed in
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accordance with the recommendations and policies of the U.S. National Institutes of Health “Principles of
laboratory animal care” (1996 edition), and performed in an AALAAC certified institute.

Dominant Submissive Behavior

Training: Animals were tested in pairs (same composition throughout the experiment) derived from different
home cages, once a day, five days a week. A test session lasted for 5 min and started by placing the pairs in an
open field arena (60 x 60 cm) with a centrally inserted beaker glass (50 ml, 6 cm diameter in a hole in the floor
plate) with condensed milk (Cat milk, Attika, < 0.4% lactose). Animals were color marked on their head and
neck. During the session, a video recording was made of the central area of the arena. The time the color mark
covered the beaker glass was analyzed by video tracking (EthoVision XT, Noldus Information Technology,
Wageningen, The Netherlands) and taken to indicate time at the milk beaker. In order to make the analysis less
time consuming, the daily recorded videos were merged to a single video. Analysis of the video in 5 min bins
allowed analysis of single pairs. After each test, animals received laboratory chow ad libitum for only 1 hour, but
had free access to chow during the weekends.

Twenty pairs (from 40) showed robust and stable dominant submissive behavior and were selected for drug
treatment. Submissive animals received imipramine (10 mg/kg) or vehicle once per day and examined for
consecutive 3 weeks.

Social Isolation-induced aggression.

Resident mice were tested during a training sessions. A training session started by placing an intruder in the
home cage of the resident, and lasted for 5 min or shorted when the intruder was attacked and the intruder
showed submissive behavior. Resident mice were selected for aggression after 3-4 training sessions (one session
per day), and animals with short attack latency were selected for drug treatment studies. A drug testing session
started by placing the resident in a test arena (open field 28 x 37 cm). During the first 5 min, locomotor activity
was analyzed using EthoVision XT. A naive intruder was introduced for the next 5 min of the session, which
was recorded on video. Analysis of behavior (latency to attack, and number of bites) was performed manually
with play back at half speed. Behavior as also manually analyzed and categorized in exploratory behavior, social
interaction and inactivity using The Observer XT (Noldus Information Technology). Buspirone was tested at
0.03, 0.1 and 0.3 mg/kg.

Results

Stable and robust dominant submissive behavior was observed in approximately 50% of the tested pairs.
Dominant animals continued to spend more time at beaker after vehicle treated animals, whereas submissive
behavior who received imipramine did not differ from the animal that showed increased time at the beaker
before treatment. We demonstrated that dominant submissive behavior can be measured in standard behavioral
equipment (open field). Furthermore, merging video files reduced time spent for analysis.

Aggression levels, in terms of latency to attack varied strongly between residents. Training data over consecutive
days indicated that animals that show initial low attack latencies, strongly decrease attack latencies over time,
whereas animals that show long attack latencies do not show decreased latencies over time. Approximately 50%
of the animals showed consistently very low attack latencies and were selected for drug testing. Video tracking
revealed that locomotor activity was dose dependently reduced by buspirone during the first 5 min before the
introduction of the intruder. Buspirone increased latencies to attack, although a large variation of the data was
seen for this parameter. Number of bites was less variable, and reduced by the highest dose of buspirone.
Buspirone tended to increase the time spent inactive, but had no effect on social interaction time or exploration
time.
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Discussion

Here, we demonstrated that dominant submissive behavior can be studied in standard behavioral equipment
(open field). Video recording and analysis allows behavior testing in multiple arenas simultaneous. In order to
enhance sensitivity of the recording, only the center of the open field, including the beaker glass was recorded.
This enhances the ratio background to target (colored spot on the animals), and allows more flexibility in light
settings. This is particularly of interest when several arenas are in use, placed next to each other. Video recording
results in large data files. In order to allow analysis over night, we merged the videos and rendered and tracked
the videos overnight. Video analysis with software that allows using a “play list” would be beneficial and further
reduce analysis time.

The data indicate that dominant submissive behavior is established only approximately 50% of the pairs tested.
A selection of animals is essential for drug testing. As an alternative, animals could be tested in larger groups (3-
4 rats) from the same holding cage, to estimate hierarchy in the home cage. As such, submissive and dominant
animals could be identified in each group (ongoing evaluation). Color identification of 3-4 animals is, however,
technically more demanding.

Simple measurement of attack latency during training sessions is adequate to select highly aggressive animals for
drug testing. However, analysis of the buspirone sessions indicated that latency to attack has high variability and
the number of bites is a more robust read out. Analysis of the number bites requires the videos to be played at
reduced speed. Video tracking data indicate that buspirone reduces locomotor activity, whereas manual analysis
of social interaction, exploratory behavior and inactivity does not reveal an effect of buspirone. The analysis
have been performed without intruder (video tracking) and with intruder (manual analysis), which may explain
the difference. Alternatively, video tracking may be more sensitive. Nevertheless, number of bites was reduced
by 60% by the highest dose buspirone, leaving social interaction unaffected.

Dominant Submissive Behavior and Social Isolation-Induced aggression can be reliably measured with
standardized laboratory equipment (Open field). Read out are stable and robust, however, a selection of animals
is necessary. Automatic analysis of the behavior increases speed of analysis, but can not be applied for all
parameters.
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Electrophysiological Correlates of Behaviour
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Abstract

This symposium explores novel ways to monitor and analyse physiological brain activity in awake rodents and
humans, for basic research purposes that addresses key aspects in cognitive and sleep research, as well as
medically oriented applications with respect to the pharmacology and translational value of electrophysiological
activity, and the use of biosignals for improved human-machine interfaces and a web-based platform for
diagnosis of CNS conditions in humans.

Specifically, the first presentation by Nadine Becker and Matt Jones (University of Bristol) explores how spatial
information acquired in a T-maze task is encoded in firing patterns of cortical and hippocampal areas, monitored
in rats via chronically implanted electrode arrays, and discusses how area- and task-component-specific firing
patterns can be monitored and deciphered, and what this implies for our understanding of cognitive processes in
specific brain areas.

The second presentation by Valter Tucci (Genoa, Italy) investigates how genetic variables determine biological
clocks and how information is time-stamped in the mouse brain. He will discuss the interplay between different
time-keeping mechanisms on the basis of mouse models with mutations of clock genes, and how these affect the
ability to time intervals at different timescales, related to sleep, circadian rhythms and an experimental timing
task. Behavioural analysis was combined with long-term electrophysiological measures in the home-cage and
uncovered close relations between timing behaviors and sleep physiology.

The third presentation by Lianne Robinson and Gernot Riedel (Aberdeen, UK), embarks on pharmacological
aspects of electrophysiological and behavioural profiles recorded in chronically implanted rodents. The talk will
explore how sleep-wake cycles, and vigilance stage-specific EEG parameters, are affected by cannabinoids in
mice and rats, and how this can be exploited for cognitive and therapeutic research.

Continuing with this line of research, Karsten Wicke (Abbott, Germany) will present results from rat sleep EEG
recordings that represent a back-translation from clinical human data to preclinical experiments and are used as a
predictive translational model for the clinical potential of new pharmacological mechanisms. The antidepressants
potential of drugs affecting the glutamatergic system will be discussed.

The remaining two presentations venture further into human and clinically oriented applications. Felix Putze and
Tanja Schultz (Karlsruhe, Germany) will present developments in the area of 'cognitive technical systems',
which utilises a range of biosignals emitted from the human body such as EEG and muscle activity. These
signals are measured and interpreted by machines and offer an inside perspective on human mental activities,
intentions, or needs and thus complements the traditional way of observing humans from the outside. Current
and future applications for this technology will be discussed.

Finally, Bjorn Criits (BrainMarker, The Netherlands) will introduce an internet-based platform for gEEG-based
diagnosis of neurological and neurodegenerative disorders. He will focus particularly on examples regarding
EEG markers for depression and respective treatments, to explain how their database and algorithms aid
diagnosis and therapeutic applications in hospitals.
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Together, these presentations span a wide range of technical and methodical approaches and their applications,
and thus provide an exciting overview of a currently booming are of research and development.

SPECIAL SESSION CONTENTS (sorted by paper ID)

Sleep, Circadian Rhythms and Interval Timing

Valter Tucci (lIstituto Italiano di Tecnologia, Genova)

Modulation of Sleep-Wake Cycles in Mice and Rats with Cannabinoids

Lianne Robinson, Andrea Plano, Anushka Goonawardena, Bettina Platt and Gernot Riedel (University of
Aberdeen)

Cognitive Technical Systems

Felix Putze and Tanja Schultz (Karlsruhe Institute of Technology)

Neural Correlates of a Spatial Learning Task in Parietal Cortex, Prefrontal Cortex and Hippocampus
Nadine Becker and Matt Jones (University of Bristol)

NMDA Receptor Antagonists Induce Antidepressant-Like Sleep Changes: A Translational Model from
Rats to Humans?

Karsten Wicke and G. Gross (Abbott, Germany)

Quantitative EEG for the Diagnosis of Disease States

Bjorn Crits (BrainMarker, The Netherlands) and Pascal Rémkens (Atrium Medical Centre, The Netherlands)
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Sleep, Circadian Rhythms and Interval Timing

Valter Tucci

Department of Neuroscience and Brain Technologies, Istituto Italiano di Tecnologia, Genova, Italy. valter.tucci@iit.it

Timing is a fundamental property of many biological systems, however, a systems biology approach to timing is
still missing. Indeed, timing can be investigated at genetic/epigenetic, cellular, neuronal and behavioral level [1].

The temporal interplay between genetic and epigenetic mechanisms determines behavioral, physiological and
molecular phenotypes across the organism. The understanding of how genetic sequences translate in complex
phenotypes is a major challenge in current functional genomics. This difficulty is due to the fact that modules of
genes co-express [2] and a particular phenotype results from the precise temporal dynamics (i.e., daily
oscillations) of such modules.

Single-cell organisms adapted to the environment by entraining to external stimuli (caused by the earth’s
rotation) in order to set the time of their metabolic processes and sleep-wake rhythms evolved from this rest-
activity cycle. The success in discovering molecular loops that set the circadian clock has favored the diffusion
of clock-like models in other fields of investigation. For instance, the presence of a pacemaker-like mechanism
has been hypothesized in timed biological processes across many time-scales (microseconds, seconds, hours).
Thus, lots of effort in research has been dedicated to develop comprehensive clock-like computational models
across different timescales.

Timing is also fundamental in cognitive processes although the mechanism by which the brain codes for timing
is still unknown [3-5]. In mice, as in many other species, conditioning behaviors are subjected to temporal
determinants and a brief (seconds to minutes) time interval (namely interval timing) itself may embody the
proper information to be learned.

However, as the mechanisms to time information across different timescales vary, we investigate timing at
different timescales and at systems level [6]. An integrated investigation of timing mechanisms represents a
powerful instrument to understand strategies that evolution has developed to timestamp information in daily life
[1]. Here we will present evidence that support the use of mice in understanding the biology of timing properties
in cognitive, circadian and sleep homeostatic processes. In particular, by studying mouse models in which
specific genetic and epigenetic variables were manipulated, we identified a series of abnormal timing and sleep
phenotypes.

We investigated cognitive timing in circadian and genomic imprinting mutant mouse lines. We have paralleled
the behavioral analysis with long-term electrophysiological measures in home-cage. An analysis of the sleep-
wake patterns of mice reveals a close relation between timing behaviors, circadian and sleep physiology.

We will show evidence that interval timing and temporal uncertainty [7] are compromised in a circadian mouse
model. Circadian mutants showed asynchrony daily activity compared to littermate controls. Moreover, the
performance during the dark phase of the light/dark cycle was significantly worse in the mutants compared to
controls. Interestingly, we found that during the dark period (12 hours, from 7 p.m. to 7 a.m.) the control mice
made significantly less mistakes respect to the mutants in every experimental phase. The control mice had a
better performance compared to the mutants and they also showed a circadian trend in the error rate that is
disrupted in the mice carrying the mutation in both heterozygosity and homozygosity.

A reduction of the spread of the timing peak of the behavioral responses in control mice during probes (not
rewarded trials) occurred when the probability of probes was high, which testify a reduction of temporal
uncertainty. On the contrary, the spread of responses was high and not significantly different in both
heterozygous and homozygous mutant mice at each change of the probability of probes. This suggests that under
different risk assessments the temporal uncertainty of mutants does not decrease. The reduction of the
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uncertainty, due to different risk assessments, produced also a change in the strategy. When the control mice
become confident in a low probability condition they decide to anticipate the switch to the long location, while
when the probability to receive the reward in the long location is lower, they persist more in the short location,
postponing the switch.

Moreover, we will present evidence for a role of an imprinted gene, Gnas [8], in sleep and sleep-related timing
functions. Sleep homeostasis refers to a process in which the propensity to sleep increases and decreases as
wakefulness and sleep, respectively, progress [1]. Importantly, sleep modulates cognitive performance. Recent
advances in functional studies of sleep states strongly suggest that non-REM sleep facilitates memory
consolidation via modulation of synaptic plasticity through highly synchronized slow cortical activity, while
REM sleep sustains consolidation by means of hippocampus-generated rhythms [9]. However, a direct
measurement of synaptic plasticity and sleep and EEG activity is lacking. We have used a unique in vivo setup
that allows the simultaneous and synchronized monitoring of EEG and behavior (by a home-cage 24-h
monitoring system) to study sleep-cognition interactions. REM and NREM sleep are two distinct stages of the
sleeping brain which are involved in the modulation of metabolic, physiological and cognitive processes. Despite
these advances in functional understanding of REM and NREM sleep states, genetic and epigenetic mechanisms
of sleep-dependent plasticity and memory processing are not currently well understood.

Several clinical and experimental evidence pointed out so far that imprinting genes are important in the
regulation of sleep. However, the fundamental question whether genomic imprinting exerts a direct role in sleep,
has remained elusive up to now. To address this crucial question we have started, a few years ago, to study sleep
physiology and cognition in mouse models with an altered parent-of-origin expression profile. In this work we
show that REM and NREM brain states are differentially modulated by the maternally expressed imprinted gene,
Gnas. In particular, NREM-dependent physiologic and cognitive functions are enhanced while REM and REM-
linked functions are inhibited. This is the first demonstration that we are aware of a specific effect of genomic
imprinting on sleep states and their associated effects on cognition.

Interestingly, we observe a trade-off across different behavioral measures. For example, an increased precision in
timing estimation is negatively correlated with the performance in behavioral fear responses.
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Modulation of Sleep-Wake Cycles in Mice and Rats with Cannabinoids

L. Robinson, A. Plano, A. Goonawardena, B. Platt, G. Riedel

School of Medical Sciences, College of Life Science and Medicine, University of Aberdeen, Aberdeen, Scotland, UK.
l.robinson@abdn.ac.uk

Introduction

The main psychoactive ingredient of marijuana A-° tetrahydrocannabinol (A-° THC) and endocannabinoids are
involved in the modulation of the sleep-wake cycle. Systemic administration of the CB; antagonist/inverse
agonist SR141716A dose-dependently induced an increase in wakefulness and a reduction in slow wave sleep
(SWS) and rapid eye movement (REM) sleep [1]. In keeping with this observation, intracerebroventricular [2] or
direct administration of anandamide into the peduncle pontine tegmental nucleus and medial preoptic area [3],
two regions involved in the regulation of REM and non-rapid eye movement (NREM) sleep, increased NREM
and REM sleep and reduced wakefulness. This effect was reversed with SR141716A [3, 4] indicating that the
effects on sleep are mediated by activation of CB; receptors. However, the exact mechanisms by which
cannabinoids modulate sleep-wake cycle are not fully understood.

Aim

The aim of the present study was to further our understanding of the endocannabinoid system in the modulation
of sleep-wake cycle in freely moving rats and mice using a novel microchip-based data logging system.

Methods

C57BL6 mice (30-40g) (Harlan, UK) and Lister Hooded rats (250-300g) (Harlan, UK) were used in this study
with all experiments performed under UK Home Office regulations and in accordance with the Federation of
European Laboratory Animal Science Associations (FELASA) guidelines.

During surgery animals were anaesthetised with isoflurane and placed in a stereotaxic frame. Gold screw
electrodes were positioned above the medial pre-frontal cortex and parietal cortex overlaying the left and right
hippocampus. Further electrodes were located in the parietal and occipital areas as reference and ground. The
pins were then assembled and secured to the skull surface using dental cement and tissue glue. Post-surgery,
animals were allowed 7 days recovery prior to the start of recordings.

Mice received an acute intraperitoneal (ip.) injection of either the CB1 agonist WIN55,212-2 (WIN-2), CB1
antagonist AM251, the neutral CB1 antagonist ABD459 or vehicle (Triethylene glycol and phosphate buffered
saline). Whereas, rats were injected with either i) WIN-2; ii) AM251; iii) WIN-2 + AM251 or iiii) vehicle. EEG
recordings were performed immediately following drug administration with a recording duration of 6 hours. For
recording purposes a wireless data Neurologger (New Behavior, Zurich, Switzerland) was used to monitor EEG
activity. The Neurologger was attached to the head stage of the animal and allowed recording from up to 4
channels at a sampling rate of 200Hz (high pass filter: 0.1Hz, low pass filter:70Hz). A built-in accelerometer
registered the animals movements throughout the experiment. Recordings were downloaded offline to a PC for
analysis. Data were transformed using Matlab before being imported to SleepSign for the analysis of vigilant
staging (NREM, REM, wake) and EEG spectral power [5].

Results

In mice, a significant reduction in REM sleep was evident following all cannabinoid treatments, combined with
shorter REM episodes relative to vehicle controls. The cannabinoids however induced differential effects on
wakefulness and NREM sleep; administration of WIN-2 resulted in a marked decrease in wakefulness while
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AM251 induced an increase (see Figure 1). The CB; agonist also significantly increased NREM sleep whereas
no change was observed with either of the antagonists.

In rats, WIN-2 also increased NREM sleep and the length of NREM episodes. Administration of AM251 failed
to reverse the WIN-2 effect. However, AM251 did block the overall reduction in EEG spectral power observed
during NREM and wakefulness after WIN-2 exposure. Treatment with AM251 alone had no effect on sleep
stages but did increase the overall spectral power during NREM sleep.

Conclusions

All cannabinoids disrupted normal sleep patterns to some degree. The findings with WIN-2 and AM251 in this
study corroborate previous studies reporting an increase in NREM and a reduction in wakefulness following
exposure to anandamide or A°-THC [2,3,6] and increased wakefulness after treatment with SR141716A [1].
Overall the results are consistent with the endocannabinoid system being involved in modulating sleep and
support the possibility of using cannabinoid agonists, neutral antagonists/inverse agonists for the treatment of
sleep disorders.
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Figure 1. Effect of cannabinoids on time spent in WAKE, NREM and REM stages in mice. Mean + SEM. Asterisks denote
reliable differences to Vehicle group (*= p<0.05; **= p<0.01; ***= p<0.001).
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Cognitive Technical Systems

Felix Putze, Tanja Schultz

Cognitive Systems Lab, Karlsruhe Institute of Technology, Karlsruhe, Germany.
{felix.putze, tanja.schultz}@kit.edu

Electrophysiological measurements like Electroencephalography (EEG) and Electromyography (EMG) enable us
to measure human behavior by capturing neural and muscular activity. While traditional applications of those
techniques were developed for medical and psychological purposes, since a few years they are also applied in the
design of innovative human-machine interfaces. They allow a very direct measurement of user behavior and can
also capture internal mental states which influence current and future behavior and which are not directly visible
by other means. This presentation will show a number of state-of-the-art EEG- and EMG-based applications
developed at the Cognitive Systems Lab.

EEG-based Brain-Computer-Interfaces (BClIs) are often categorized into two groups: Active BCls are interfaces
which allow direct and voluntary control of a system using natural or artificial “mental commands”. In contrast,
passive BCls constantly measure the user’s natural cognitive processes and react to them in an appropriate way
without explicit user intervention. State-of-the-art examples of active BCls are systems for spatial control. They
are based on the paradigm of motion imagery, i.e. the imagination of movement of arm or leg. Imagined motion
triggers characteristic activation patterns in the motor cortex which can be automatically detected. Traditional
systems can recognize a small set of discrete motions. We present our current BCI for spatial control which
includes speed trajectory reconstruction of continuous hand movement of complex natural movements.

A major application of passive BCls is the recognition of mental workload. Using machine learning techniques,
a system learns the most relevant frequency bands to discriminate low workload and high workload conditions.
As the workload level influences behavior and performance of the user, the system adapts its own interaction
strategy to make optimal use of the remaining cognitive resources of the user. We evaluate this system on a large
corpus of over 150 participants in a driving scenario and achieved an accuracy of 82% for the person-
independent workload recognition and an accuracy of more than 90% for person-dependent but session-
independent recognition in another study. We also present results of a study which shows that implementing a
workload adaptive interaction system improves both effectiveness and efficiency compared to a workload-
oblivious system. Another application of passive BCls deals with tracking the execution of cognitive processes.
To optimally support the user during a complex task, it is useful to know which cognitive processing stages
(perception, memory retrieval, attention shift ...) are currently active. One example of such a system is an error-
BCI which detects Error Related Potentials (ERPS) in the EEG signal. Those potentials occur when the user
becomes aware of a mistake during interface operation or notices erroneous behavior of the system. Detecting
ERPs allows the system to proactively recover from errors in the workflow. In this presentation, we show a
gesture recognition system that uses this technique to automatically detect its recognition errors from single trials
and proactively recovers from error states.

Electrophysiological signals are often polluted with biological and technical artifacts. A major challenge of
modern BCI systems which are employed in uncontrolled environments and deal with complex tasks is the
removal of artifacts and the identification of task-relevant brain activity. Techniques for signal decomposition
and blind source separation like Independent Component Analysis are employed to isolate different influences
on the signal and to separate relevant from irrelevant contributions. This way, we cannot only remove the
influence of typical artifacts like eye blinks but also extract the most relevant components related to the task.

When dealing with tasks involving or allowing motor execution for control, EMG-based user interfaces are often
an alternative to BCIls. An example are Silent Speech Interfaces which use facial surface EMG to record facial
activity of the user while speaking. Using state-of-the-art speech recognition technology, these signals can be
evaluated to transcribe the user’s speech input to the system even if it is uttered without producing audible
sounds. Such system is useful in noisy environments, when silence is required (e.g. during meetings) or when the
user cannot produce audible speech after a laryngectomy.
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Neural Correlates of a Spatial Learning Task in Parietal Cortex, Prefrontal
Cortex and Hippocampus

N. Becker, M.W. Jones

School of Physiology & Pharmacology, University of Bristol, Bristol, United Kingdom.
nadine.becker@bristol.ac.uk

Learning and execution of complex behaviours require interactions between networks of neurons that encode,
store and share information across numerous brain regions. Systems level analyses of how the brain processes
information are therefore central to understanding how behaviour is generated. Spatial learning in rodents
constitutes a useful model in which to correlate neurophysiology with cognitive behaviours. We studied neuronal
activity recording multiple individual neurons and local field potentials from chronically implanted tetrode
arrays in the posterior parietal cortex (PPC), the medial prefrontal cortex (mPFC) and the hippocampus (HPC) of
rats while they were trained in a maze task that involved decision making, working memory and rule learning
based on spatial navigation. To date, recording single neuron firing from multiple brain areas in behaving
animals is an unparalleled approach to shed light on the neuronal mechanisms underlying behaviour with
millisecond resolution [1].

A key feature of hippocampal activity is the firing of place cells, HPC principal neurons encoding the spatial
location of an animal. Like the HPC, the PPC is involved in spatial processing, with PPC neurons selectively
responding to navigational features that are also represented in the HPC, such as directed body movements and
spatial novelty [2]. Interestingly, there is no direct anatomical connection between PPC and HPC, yet the
simultaneous processing of spatial information renders their coordination highly likely. In recent years, evidence
accumulated that PPC neurons are concurrently controlled by a range of spatial and non-spatial features,
involving temporal sequence and intention [3, 4, 5]. Like the mPFC, the PPC is part of the association cortex,
which is thought to be the key site for integrating sensory and internal information to form decisions. PPC and
mPFC receive a wide range of sensory afferents [6] and neurons in both structures have been found to adaptively
respond to current cognitive demands [7, 8]. In addition, lesions of either brain region lead to impaired spatial
learning [9, 10]. We hence expect spatial information to be coordinated between PPC, mPFC and HPC. A
mechanism of how neuronal activity can be coordinated within and across brain regions has been linked to the
second hippocampal hallmark, the theta rhythm, a 4-12 Hz oscillation arising during spatial exploration and
other complex behaviours requiring working memory and decision making. Recent studies suggest that phase-
locking of neuronal firing to hippocampal theta frequency underlies the functional connectivity between brain
regions involved in solving complex spatial tasks [11, 12]. Furthermore, LFP coherence across distant brain
regions has been suggested as a measure of synchronised neuronal activity, indicating transient coordination [11,
13]. We set out to assess how spatial information is differentially encoded in PPC, mPFC and HPC and how
information processing is coordinated between these brain regions.

To this end, we chronically implanted rats with microelectrode arrays consisting of 20 individually adjustable
tetrodes distributed over PPC, mPFC and HPC. In each brain region, we simultaneously recorded spiking
activity of multiple individual neurons and local field potentials (LFP) as a measure of neuronal population
activity. Recordings were made over up to seven weeks from each rat while they were trained on two subsequent
sets of rules on an end-to-end T-maze. For each set of rules, rats were trained to perform 85% correct trials per
day. The maze tasks involve distinct working memory and decision-making (choice) episodes and control
(guided) episodes, which are spatially segregated. Same clock time-stamping was used for the
neurophysiological recordings at a rate of 2 kHz for LFP and 32 kHz for action potential recordings and video-
tracking of the animal’s position via head-mounted diodes at a frame rate of 25 Hz. This experimental approach
enabled us to assess coordination of neuronal activity on the single cell and population level within and across
brain regions in relation to distinct task episodes, spatial location and training stages. Specifically, we analysed
the firing patterns of each neuron using linearised firing rate maps with a spatial bin size of 11 c¢m, shuffle-
corrected cross-correlations of spike trains of £ 0.5 seconds and 5 ms bins, and multi-taper Fourier analysis with
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a frequency resolution of 3 Hz and a temporal resolution of 0.5 seconds to calculate LFP coherence. We
compared these parameters in choice versus guided trials to assess the impact of cognitive load and decision.
Correct versus error trials were compared to determine the neurophysiological and temporal origin of error. For
all trial types, left hand and right hand trials were analysed separately to examine the spatial component of
solving the task. Finally, all analyses were performed at different training stages to check for neurophysiological
correlates of learning.

As shown previously, HPC and PPC are required for spatial navigation, while HPC and mPFC are critically
involved in working memory and are coherently active during decision making. Accordingly, we expected all
three brain regions to be activated differentially during task episodes and learning stages that selectively recruit
working memory, decision-making and rule acquisition. We demonstrate that spatial features were crucially
involved in determining firing patterns in all three areas, but trajectory encoding was highly complex and not
limited to spatial features in the cortical areas. While hippocampal firing was almost entirely controlled by
location and running direction, the neuronal code in the cortical areas was determined by a combination of
factors such as location, start-to-goal sequence, turn sequence and correct versus error trials. PPC and mPFC
neurons hence exhibited much more complex firing patterns than place cells, nevertheless the patterns were
highly reproducible on a trial-by-trial basis. Analysis of LFP coherence and single neuron activity across brain
regions revealed task episode-specific coordination of neuronal activity in a training-dependent manner. In
summary, we present an experimental approach that is able to shed light on the fundamental nature of
information coding, sharing and integration in the brain.

All procedures were conducted in accordance with the UK Animals (Scientific Procedures) Act, 1986 and with
the approval of the University of Bristol Ethics Committee.
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NMDA Receptor Antagonists Induce Antidepressant-like Sleep Changes: A
Translational Model from Rats to Humans?

K.M. Wicke, G. Gross

Neuroscience Research, GPRD, Abbott GmbH & Co KG, Ludwigshafen, Germany.
karsten.wicke@abbott.com, gerhard.gross@abbott.com

Polysomnographic recordings enable the analysis of sleep behaviors and sleep pattern. Various classes of drugs
exert common effects on sleep pattern: the vast majority of antidepressant drugs, for example, reduces Rapid Eye
Movement (REM) sleep, whereas drugs that increase the cholinergic tone have the opposite effect. These
observations have been used to translate effects of such medications across various species, from murines, cats,
and dogs to healthy human volunteers and patients.

The anesthetic drug ketamine has recently been demonstrated to exhibit antidepressant-like effects in treatment—
resistant major depressive disorder (e.g. [1,2]) and bipolar depression [3]. Antidepressant-like ketamine effects in
animal models of antidepressant efficacy seem to correspond to these observations in humans (e.g. [4,5]). In this
context we investigated whether antidepressant-like effects can also been observed in rat polysomnographic
studies, as such studies are considered to be robust predictors of antidepressant effects in humans.

All experiments were conducted in accordance with the recommendations and policies of the National Institutes
of Health Guide for the Care and Use of Laboratory Animals (1996 edition) and all applicable German laws and
were approved by the respective Ethic Committee and Animal Welfare Offices. They were conducted in
facilities with full Association for Assessment and Accreditation of Laboratory Animal Care accreditation.

Test compounds were administered to male Fisher rats chronically implanted with supracortical EEG electrodes.
After dosing animals were transferred into individual cages inside a sound shielded box. Animals were randomly
divided into 2 groups and tested in a crossover study design. At the first recording day they received either test
compound or vehicle (sc), subsequently sleep EEG was recorded for 8h. After 7 days EEG was recorded a
second time after receiving the alternative treatment (e.g. day 1 = test compound, day 8 = vehicle, or vice versa).
All EEG recordings and analysis were performed with Sagura-Polygraph V2.0 (Dr. Cippers Computer and
Medizintechnik, Kelkheim, Germany). Analysis of sleep stages was performed in an automated manner and
subsequently controlled by an experienced experimenter. For further polysomnographic analysis the following
stages and patterns were differentiated: wake time, sleep | time (mild sleep), sleep Il time (deep sleep including
e.g. sleep spindles), REM time, number of REM episodes, latency to sleep and latency to REM.

Ketamine (3 - 30 mg/kg s.c.) significantly affected REM sleep parameters in an antidepressant-like manner (see
Figure 1) similar to commonly used antidepressants (inhibitors of serotonin reuptake, tricyclics, and inhibitors of
the monoamine oxidase). The number of REM episodes, and the total REM time were significantly decreased;
likewise, latency to first REM was increased. These effects are mechanism-related as they were reproduced with
the NMDA antagonist MK-801.

The above results clearly demonstrate an antidepressant-like profile of ketamine in rat polysomnographic studies
consistent with efficacious doses found in other antidepressant models [6]. These results are in line with the
clinical antidepressant effect of ketamine therapy.

NEWMEDS - the work leading to these results has received funding from the Innovative Medicines Initiative Joint
Undertaking (IMI) under Grant Agreement N° 115008.
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Figure 1. Ketamine (here at 10 mg/kg, ip) significantly affects REM sleep parameters in an antidepressant-like manner. The
number of i) REM episodes and ii) the total REM time were significantly decreased; iii) latency to first REM was increased.
(paired t-test, see P-values in figures)
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Quantitative EEG for the Diagnosis of Disease States

Bjorn Criits®, Pascal Rémkens?
'Brainmarker BV, Gulpen, The Netherlands. info@brainmarker.com

2Dept. of Medical Psychology, Atrium Medical Centre, The Netherlands. p.romkens@atriumme.nl

An increasing number of patients with psychopathologies is being treated with pharmacological interventions.
Currently the decisions whether or not to start pharmacological treatment and which drug is the most appropriate
are not only based on evidence from clinical studies, but also rely heavily on personal experience of the clinician
and trial-and-error processes. The trial-and-error method is essential, since outcomes from clinical trials cannot
entirely predict treatment outcomes in a highly variable patient population as seen in the hospitals and practices.
Knowledge generated by these trial-and-error processes have therefore to be captured and fed back into the
clinical system, a procedure that is only minimally implemented in current day-to-day care.

In a consortium of clinics and practices in The Netherlands, existing behavioral measurements (such as
questionnaires and neuropsychological tests) are combined with new measurements (brain activity) in order to
objectify treatment choice and outcomes, thereby capturing the trial-and-error processes in the day-to-day care.
The addition of brain measurements (in the form of quantitative EEG) are based on a growing body of evidence
that shows that quantification of brain activity can evaluate effects of pharmacological interventions in a much
more sensitive way. Above that, changes in bodily functions due to drug use can be detected much faster using
brain measurements. Therefore, it is expected that the addition of brain measurements will ultimately result in a
more reliable choice of drug treatment and faster and more reliable outcome monitoring in patients who use
these drugs. We tested these hypotheses by means of a pilot study in which we added quantitative EEG in the
routinely psychological testing of adult patients with depression and anxiety disorder of the Psychiatry
Department and the Medical Psychology Department of the Atrium Medical Centre. We included 125 patients
who filled out common symptoms- and personality questionnaires, before and after treatment. We found
significant correlations between the use of certain drugs and brain activity. We also found typical brain
activation patterns for depression and anxiety disorder. Some of these results are consistent with existing
publications in the field of psychology and pharmaco-EEG, other results are not yet described in scientific
literature in a consistent way. Especially these novel patterns in patients with depression seem to predict
treatment outcomes of antidepressants.

Based on the results of this initial project, a larger project in two hospitals is now being planned, where brain and
behavior measurements are implemented by means of a quality management system. The QM system will
monitor and evaluate the following items and questions:

A) the predictability of the combination of brain and behavioral measurements for the effects of pharmacological
interventions in patients with psychopathologies: can these measurements guide/quantify the choice of drugs in
these patients?

B) the added value of brain measurements for the fast detection of treatment effects: can brain measurements
evaluate drug interventions faster and more reliable than existing behavioral measurements, so that changes in
the type and dose of drugs can be made faster and more reliable?

C) quantifying the added value per test: which tests are necessary for getting the required outcomes, and which
tests do not provide any additional value and could potentially be eliminated from the measuring and monitoring
process?

D) the added value of the combination of brain and behavioral measurements as a quality management system in
clinical practice: can standardized measurement procedures improve patient satisfaction while reducing costs of
pharmacological interventions?
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This second project will include more than 1500 patients, ranging from adult patients with depression and
anxiety disorder to children with development disorders (ADHD). We will present 1) results from the first
study, and 2) consequences from these results for the quality management system in the second, larger study.

Keywords. mental health, pharmaco-EEG, quality management system, practice based evidence.
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SPECIAL SESSION

The Development of a Diverse Battery of Behavioral Tasks Using Touchscreen
Equipped Operant Boxes for the Study of Cognition in the Rodent

Chair: John Talpos

Janssen Research and Development, Beerse, Belgium. jtalpos@its.jnj.com

The use of touchscreen equipped operant boxes for the study of cognition in rodents has grown in popularity
since the mid-1990s, when the first publications using the method appeared. The combination of numerous
stimuli types and the large number of response rules that may be implemented when using a touchscreen
equipped operant box affords the user the flexibility of a maze-based hand testing approach, with the consistency
and throughput associated with operant testing. Accordingly, touchscreen technology is currently being used by
a growing number of academic and industrial research groups. These groups are reinventing existing approaches,
and creating the next generation of behavioral tasks to study cognition in the rodent.

This session will provide a general overview of the touchscreen approach, and demonstrate how it is making a
unique contribution to the study of basic cognitive function and central nervous system disorders. Four areas will
be discussed in additional detail. First is use of the touchscreen approach to study spatial *“cognition” and
neurogenesis using the trial unique non-match to location (TUNL) and spatial reversal learning paradigms, as
well as a test of spatial reversal learning. Moreover this session will bridge the species boundary by also
discussing how spatial cognition is studied in non-human primates using the touchscreen-based self-ordered
spatial search paradigm. Secondly, because one of the most frequently used tasks within the touchscreen
apparatus is the “visual discrimination”, the utility of visual discriminations in studying animal models of
schizophrenia will be discussed, as will the cross-site validation of pharmacological manipulations that is
occurring within the NEWMEDS academic-industrial collaboration as part of the IMI (www.newmeds-
europe.com). Next (3), the use of the touchscreen approach in studying cognitive flexibility will be considered
with a focus on reversal learning and other novel developments. Finally (4), an overview of a touchscreen based
paired associates learning (PAL) paradigm will be presented with a focus on its utility in the study of
schizophrenia. This presentation will discuss the influence of specific brain regions on behavior in PAL,
pharmacological sensitivity, as well steps that have been taken towards developing an acute model of
schizophrenia for drug discovery. Through this diverse combination of topics and speakers, we hope to provide a
firsthand practical account of how this technology is being applied in academic and industrial settings to enhance
research methods for the study of cognition and novel treatments for disease.

The session will close with a dedicated question and answer period where attendees will have the chance to ask
speakers questions of a practical and theoretical nature regarding their research using the touchscreen approach,
and to allow a more thorough discussion of ongoing touchscreen activities with various IMI consortia
(www.imi.europa.eu).

SPECIAL SESSION CONTENTS (sorted by paper 1D)

Perspectives on the Non-Human Primate Touch-Screen Self Ordered Spatial Search Paradigm
Jane Sutcliffe and Daniel Hutcheson (Maccine Pte Ltd)

The Touchscreen Cognitive Testing Method for Mice and Rats

Tim Bussey (University of Cambridge, UK)
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Pharmacological Manipulation of a Rodent Paired Associates Learning (PAL) Paradigm, and Other Tasks
for Use in Disease Research

John Talpos (Janssen Research and Development, Belgium)
How Can a Touch-Screen Based Visual Discrimination Help to Better Characterize Rodent Models of
Schizophrenia?

Laetitia Fellini (Janssen Research and Development, Belgium)

Assessment of Behavioural Flexibility and Executive Function Using Novel Touch Screen Paradigms

Adam Mar, J. Alsid, A. Haddenhorst, C.U. Wallis, L.M. Saksida, T.J. Bussey, T.W. Robbins (University of
Cambridge, UK) and A. Trecker (Heinrich-Heine Universitaet Duesseldorf, Germany)
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Perspectives on the Non-Human Primate Touch-Screen Self Ordered Spatial
Search Paradigm

Jane Sutcliffe, Daniel Hutcheson

Neuroscience & CNS Research, Maccine Pte Ltd, Singapore.
jane.sutcliffe@maccine.com, daniel.hutcheson@maccine.com

Abstract

The self-ordered spatial search (SOSS) working memory task implemented as the computerised touch-screen
task is a highly translatable platform providing a good comparison of human and non-human primate (NHP)
cognitive performance measures. This communication describes how the manipulation of integral task
components provides the ability to alter the dynamic range of range of performance suitable for the experimental
approach being used. Accordingly, in the case of disruptors such as scopolamine for modelling cognitive decline
and some aspects of brain disease states high baseline performances may be set to allow demonstration of
disruption and reversal with potential new therapeutics. However, the SOSS task may be manipulated to obtain a
large dynamic window of baseline performance optimised to detect the pure pro-cognitive impact of novel
compounds.

Introduction

Rodents are an invaluable species for the evaluation of cognitive function during early drug development.
However the use of non-human primates affords the ability to investigate complex behavioural processes that are
more closely aligned with human function and disease with utility especially during the later stages of
pharmaceutical drug lead optimization. Data derived from the NHP provides an invaluable, translatable link
between data generated in rodents and in the human. Similarities in anatomy, neuronal circuitry, neurochemistry,
functional and cognitive abilities exhibited between NHPs and humans provide an arguably more translatable
approach to investigate higher cortical-mediated behaviours in particular, and allows for direct comparisons of
cognitive function to be made using the same endpoints across species. The CAmbridge Neuropsychological
Test Automated Battery (CANTAB) is a well established system for assessing cognitive function in patients
across several neurodegenerative and psychiatric indications and for assessing responses to therapeutic agents.
Touch-screen based cognitive tasks have been developed for use in NHP research from the early 1980’s [1] and
from conception the NHP-CANTAB tasks were adapted from the available clinical versions [2]. The SOSS task
within the CANTAB battery shares obvious roots with the classic Hamilton search task [3-4], builds on the
research of Mishkin [5-6] and is analogous to the rodent radial arm maze.

Methodology

In the clinic, the SOSS task is demonstrated as sensitive to frontal lobe damage [7] [8], disrupted in
Schizophrenic patients [9] and in idiopathic Parkinson's disease [10] even when symptoms are mild [11].
Furthermore, Lange et al., 1992 [12] have demonstrated a distinct decline in SOSS performance in L-DOPA
medicated Parkinsonian patients when “off” medication. The objective in the clinical version of the CANTAB
spatial working memory task is to collect ‘blue tokens’ which are hidden beneath the boxes presented on the
touch-screen and to then use the found tokens to fill an empty column present at the side of the screen. The
subject must search by touching one box at a time to find the hidden token, on any one trial only one token is
hidden. Once found, the next token will then become available in different location, the key feature of the task is
that once a blue token has been discovered in one box location, that box location will not be used again to hide
another token within that trial. Subjects are required to thus remember where they have found the previous token
and not to return to that location. Non-verbal strategies have to be employed to train an NHP on the SOSS task
and during initial training the NHP is gradually introduced to the concept of the task via the introduction of two
coloured stimuli boxes. On touch selection of the stimuli the box may change colour or ‘blink’ to indicate that
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Figure 1. Schematic representation of the SOSS paradigm (4-stimulus trial).

the alternate stimuli must be sequentially selected (touched) in order to obtain the reward. As an individual’s
performance improves, the difficulty of the task is increased in a step wise manner: stimuli remain on screen, (no
colour change or blinking) and the screen blanking is lengthened until terminal conditions are obtained.
Importantly, during training care is taken to ensure rule comprehension and also that motivation to complete the
task remains high. The training protocol for the cynomolgus macaque is adapted from the available rhesus
macaque [13] and marmoset [14] literature. In this case up to six small coloured boxes (stimulus) may be
displayed on the touch-screen in up to sixteen different screen locations. A set of stimuli are presented together
at the start of each individual trial. The subject must touch each presented stimulus box without returning to a
stimulus already selected for each trials set of stimuli presented in order to receive a reinforcer fruit food pellet
(Figure 1). The trial is completed when the animal has either touched all boxes without repetition (correct),
touched a box that had previously been selected in that trial (error), or failed to touch a box within 30 seconds of
stimulus presentation (omission). After an inter-trial interval of 3 or more seconds, a new trial is presented with
randomised stimuli of each selected difficulty level in newly allocated screen positions.

The SOSS task is very amenable to manipulation of the dynamic range of performance appropriate to
demonstrate either the pro-cognitive impact of novel compounds or to conduct disruptor studies (e.g.
scopolamine, ketamine). Disruptor induced reductions in performance must ensure easy level performance
remains similar to control levels (i.e. providing an unaltered measure of global behaviour), but with working
memory deficits apparent at the higher difficulty levels. This may be attained by starting with a higher baseline
performance level which can be achieved by overtraining the subjects, using fewer stimuli, or minimising the
inter-response screen blanking. Due to the flexible manipulations the SOSS task allows one to run studies at both
high performance levels (for disruptor studies) and in separate sessions to create a large window of performance
ranges (as low as 10-20% correct and stepwise up to >80%) in order to detect pure pro-cognitive changes in the
same group of subjects.

Case Study

Scopolamine has been shown to disrupt cognitive performance on a wide range of memory tasks in numerous
species including rats [15-17], nonhuman primates [18-20] and humans [21-25]. This effect is believed to be
mediated through antagonism of the muscarinic subtype of the cholinergic receptor, and thus, the amnestic action
produced in animals by scopolamine has been widely used pre-clinically as a model to characterize the potential
cognition-enhancing influence of compounds. The SOSS task has previously shown sensitivity to scopolamine
insults [26] in the young male rhesus macaque (~4 years) resulting in the proportion of correctly completed trials
in the SOSS task being reduced with increasing trial difficulty (increasing the number of boxes in a trial) and by
increasing dose levels of scopolamine. Importantly, performance on the ‘easy’ level condition (2-stimuli) was
preserved with increasing dose levels of scopolamine whereas performance on the 3- and 4-stimulus was
significantly impaired. The impact of scopolamine on the SOSS task has been investigated in our laboratory
using the middle-aged (~15 years) and mature (~6 year) female cynomolgus macaque with similar effects
observed when compared to the rhesus literature. During scopolamine titration studies extreme care must be
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taken to obtain an appropriate, individual, cognitive deficit without adversely affecting global behaviour. When
using scopolamine to evaluate its actions on the central nervous system, particularly regarding memory,
pretesting intervals of 30-45 min should be enforced since shorter pretest intervals may result in dominant
peripheral anti-muscarinic side effects which will hinder task performance. In all cases the observed scopolamine
deficit was replicated 2 or 3 times per individual prior to initiating reversal pharmacology. A robust, partial
reversal of the scopolmaine induced cognitive deficit is observed with Donepezil pretreatment, confirming the
clinical experience that cognitive improvements in Alzheimers disease after cholinesterase inhibitor
administration exerts variable, often limited, responses in patient populations.

Conclusion

The NHP SOSS task is a highly translatable and sensitive neuropsychological paradigm which enables the pre-
clinical researcher to model certain aspects of neurological disease states associated with cognitive decline.
While a rodent touch-screen model of the SOSS task does not yet exist, its development would further aid
translation across species.

Ethical Statement
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Institutional Animal Care and Use Committee of Maccine Pte Ltd.
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Introduction

Paired Associated learning (PAL) as part of the Cambridge Neurological Test Battery (CANTAB) is a task of
great potential for disease research. The initial interest in this task was sparked by studies of patients with
Alzheimer’s disease (AD) or mild cognitive impairment (MCI), often viewed as a prodromal form of AD. AD
patients were highly impaired on PAL, more importantly, so were a sub-population of MCI patients. Subsequent
studies would reveal that this “impaired” sub-population of MCI patients showed a much higher conversion rate
to AD than the rest of the cohort. Through the use of PAL and related tests, researchers were able to predict who
would, and who would not convert to AD from an at-risk population several years earlier than with other
available clinical tests (1). While the link between PAL and AD was being established, another line of research
began to associate PAL with schizophrenia. Specifically patients suffering from first episode psychosis were
found to be impaired in PAL. Furthermore performance on PAL was found to be more predictive of global
cognitive function in schizophrenia than the extra dimensional / intra dimensional shift (ED/ID) task, often
considered a gold standard for research into cognitive impairments in schizophrenia (2). As such this one task
appears to have great value in researching cognitive impairments associated with AD and schizophrenia, and a
pre-clinical model of this assay would be of great utility.

Although PAL exists in many forms, we are most concerned with modeling the CANTAB version. In this form
PAL is a task of visuo-spatial learning. Participants are shown a series of images in distinct locations upon a
computer screen (4-8 locations depending on the difficulty). One at a time, these same images are displayed in
the middle of the screen and the participant is asked to touch where they were previously seen. In this way
subjects are required to pair a specific object with a specific spatial location. Remembering the object or the
location alone is not enough to solve the task; rather the participant must use both modalities.

The CANTAB version of PAL has been modeled in the rodent by using touch-sensitive computer monitors in an
attempt to capture the visual and spatial elements of the human task. In the rodent version of the task the screen
is divided into three distinct locations, each location is associated with a specific image. (Talpos et al., 2009) On
each trial two images are shown, one in the correct location to earn a reward, and one in an incorrect location
(see Figure 1, adapted from 4). In this way an animal can only earn a reward by making the connection between
a specific object and a specific location. In order to learn this task rats or mice must be trained for many sessions.
The rodent version of the task is not quickly acquired, nor can trial-unique stimuli be used as is the case in the
human version of the task. However this rodent variant does require the binding of spatial and visual features in
a similar way as CANTAB PAL. While this rodent PAL task has many differences from its human counterpart,
it also has important similarities.

The neurobiological underpinnings of PAL in rodents are still being explored. However it has been shown that
when rats have learned PAL the task is sensitive to manipulations of the hippocampus, whereas a highly similar
control task is not. However the primary impetus for development of this task was specifically to aid the drug
discovery process. In order to do this the pharmacological under-pinning of the task must be explored.
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Figure 1. Scheme of the CANTAB version of PAL for rodents.

While acquisition of PAL could be used to discover potentially cognitive enhancing compounds, at the moment
the task is learned far too slowly to make this practical. As such animals that have achieved a steady state will
likely need to be used. However in PAL, animals routinely achieve a steady state of behavior at about 80%
correct, leaving little room to detect a statistical improvement. Furthermore it is unclear if it would be possible to
detect enhancement in normal animals performing at a near optimal level. To circumvent these challenges, we
focus on frequently used pharmacological manipulations in an attempt to develop a model of disease and further
understand the neuro-pharmacological basis of this task.

We initially focused on 4 compounds, PCP, Ketamine, amphetamine, and LSD, representing compounds used to
model schizophrenia, and also known to disrupt learning, memory, or perception.

Material and Methods

Male Lister-hooded rats were used for this work. Rats were maintained on a food restricted diet keeping them at
about 85% of free feed body weight.

The chambers used were modified med-associates operant boxes running commercially available software (K-
Limbic, by Conclusive Solutions). Critical modification of these boxes included the addition of a “shelf”/
counter weighted flap. The purpose of this is to slightly slow the animals’ response, increasing the likelihood that
they will attend to the displayed stimuli. Experience dictates that this modification is extremely important for
successful task acquisition. A removable mask was used to divide the chamber into distinct regions.

Pre-training: Rats were trained with a procedure very similar to that used by Talpos et al. (2009). Briefly, rats
were first habituated to the chamber. This was done but putting animals in the test chambers with small amounts
of a reward pellet/peanut butter mixture placed upon the “flap”, “mask”, and screen. This was done to encourage
animals to explore the screen. Animals were left in the chambers for approximately 30mins a day until they had
eaten all of the peanut butter from the screen—typically one day. Next animals were trained to associate a tone
with a food reward. A trial would start with the delivery of a food pellet, the sounding of the reward tone, and the
activation of the magazine light. Once the pellet was collected the reward light would go out and a 30sec delay
would start. Once 30 sec had passed another pellet would be delivered in combination with activation of the
reward light and tone. This continued for 60 trials or 60mins. An animal was considered trained on this stage
once they managed to complete 60 trials within 60mins (typically two days). Animals would then progress to
screen touch training. A session would start with the delivery of a pellet. Collecting the pellet would cause the
magazine light to deactivate and the screen to illuminate. A response at any portion of the screen would start the
reward sequence (de-activation of the screen, delivery of a pellet, activation of the magazine light, and a short
tone). Once the pellet was collected the reward light would go out and the inter trial interval (ITI) would begin.
At the end of the ITI the magazine light would again be activated, and a poke at the light would start the next
trial. A session was considered complete when an animal could complete 60 trials in 45mins. An animal was
considered trained when they could successfully complete a session (typically 2 or 3 days). Successful animals
were advanced to the “one location” stage, where only a single region of the screen was activated/rewarded, but
in all other regards this was identical to the previous stage. Typically animals only needed one day to master this
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and were then progressed to the one random location. Again, this was the same as the previous stage, however
now the location moved between trials. This was included to help avoid any potential side biases that may have
developed during the pre-training. Most animals would complete 60 trials within 45mins on the first day, and
were therefore ready to start task training.

Task Training: A trial began with activation of the reward magazine and delivery of a free pellet. Once this pellet
is collected the magazine light is deactivated and two images are displayed upon the screen. A response at the
correct location activates the reward sequence. Once the reward is collected the ITI begins, and at the end of the
ITI the reward magazine is again illuminated. A response at the magazine will cause it to turn off, and begin the
next trial. However if the incorrect stimuli is selected then the images are removed from the screen and the house
light turns off (punishment period) for 10 seconds. Once 10 seconds have passed the ITI begins, and then the
trial proceeds as normal except that the animal will experience the same trial until a correct response is made
(correction trial). However these correction trials are not counted towards the total of trials completed. The
reason for using the correction trials is to prevent the development of a side bias during the training of this long
and difficult task. Animals are typically trained for 72 trials or 45mins, whichever occurs first. Training on this
task is very long, requiring about 3-4 months to reach an asymptotical performance level of approximately 80%
correct. Once animal behavior has stabilized animals are considered ready for compound testing.

Results

The NMDA antagonists, PCP and Ketamine, had partially distinct profiles in this test. Ketamine (up to 10
mg/kg) did not induce an impairment in accuracy. However the highest dose was associated with an increase in
response latency and suppression of behavior. PCP (1.5 mg/kg) on the other hand did impair accuracy, but this
effect was modest and also occurred with some side effects. A larger deficit was observed at 2.0 mg/kg, but this
was also associated with a more robust side effect profile. Perhaps not surprisingly, LSD did not disrupt
accuracy, although abnormalities were seen on secondary measures. Finally, amphetamine induced a substantial
decrease in accuracy (0.5 mg/kg) without changes in secondary measures. While a larger, albeit non-selective
impairment was also observed at 0.75 mg/kg. Of the compounds tested only amphetamine appears to possess the
dynamic range and selectivity to serve as pharmacological challenge model (Figure 2). Moreover previous work
has indicated these concentrations of PCP have little or no effect on performance of a touch-screen based visual
discrimination, a related, but less challenging assay (Talpos et al., 2011).

Additional research has been performed with the amphetamine impairment model indicating that the effect is
extremely robust (significant impairments at 0.5 mg/kg in over 15 instances). Our initial validation efforts have
focused on reversing this deficit with antipsychotics. Studies indicate that clozapine, haloperidol, and risperidone
are all capable of at least partially reversing this deficit; and the profiles of these compounds within this model
are partially distinct.
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Figure 2. The effects of amphetamine on performance.
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These current data indicate that PAL in the rat is exquisitely sensitive to dopaminergic hyperfunction induced by
a relatively low dose of amphetamine. Moreover this deficit can be reversed by numerous antipsychotic
compounds that have D2 receptor antagonism as their primary mode of action. Considering the lack of overt side
effects, we do not think this is a model of hyperactivity or motoric impulsivity, although this cannot be ruled out.
However additional work will be required to determine the origin of this deficit and to determine if this model of
cognitive impairment can add value to the drug discovery process.
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Overview

What are the characteristics of the ideal rodent cognitive testing method? In my talk | will suggest the following,
which I put forward in a recent publication in a special issue of Neuropharmacology (Bussey et al., 2011).

“i. It should be automated

Notwithstanding some unique arguments to the contrary (Crabbe and Morris, 2004), most researchers agree that
the same type of automation that has paid such dividends in areas like molecular biology is desirable for
cognitive testing as well. Certainly the cognitive testing of clinical populations is becoming increasingly
automated (e.g., the Cambridge Neuropsychological Test Automated Battery (CANTAB), CogState,
Mindstreams), and so automation may help to achieve another desirable: effective translation (discussed in more
detail below). But automation of cognitive testing in animal models confers advantages of its own; perhaps the
most obvious to researchers ‘on the ground’ is a reduction in labour: while one experimenter is testing a single
mouse in a maze, an experimenter armed with automated apparatus can test many mice simultaneously. Post-
docs working in our lab, for example, routinely test 20 animals at a time, adding up to between 1 and 2 hundred a
day. This realization negates the argument that some automated tests take more sessions to generate a result, as
such tests would have to be 20 times slower before the equivalent non-automated testing methods start to make
any time-economical sense. But it is the scientific arguments for automation that are perhaps the most
compelling. With an automated test the computer can present many trials to an animal without having to
interfere with the animal during testing. Such interference can have a huge effect, not just by introducing
variability into the way the task is run, but also by introducing variability and potential confounds relating to the
way the experimenter handles the animals, or even the sight or smell of the experimenter (Wahlsten et al., 2003).
Finally, because automated tasks are controlled by a computer, parameters such as delays and stimulus
presentation are identical on every trial, for every animal, and the measures the computer gets back from the
animal, for example latencies, can be accurate to the millisecond. All this adds up to a method that is much more
likely to be reliable than non-automated methods.

Figure 1. Touchscreen testing setup.
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ii. It should be non-aversive and low-stress

Although some animal models, including those of schizophrenia, utilize stress as a manipulation, unnecessary
stress as a feature of a cognitive test is best avoided. Everyone knows that stress can interfere with our
experimental manipulations, and can have strong modulatory effects on cognition (Joels and Baram, 2009).
Unwanted stress can therefore be a major impediment to the accurate assessment of cognition. Yet some of the
most popular methods for cognitive testing involve cold water or electric shock. Such unwanted stressors are
best avoided if possible, and so we would suggest that the ideal cognitive testing method should if possible be
appetitive (reward-based) rather than aversive. Of course the use of appetitive reinforcers is not always problem-
free either; some perturbations in experimental animals can affect animals’ motivation to perform vigorously to
obtain reward. However appetitive reinforcers themselves generally have a less potentially confounding effect on
the organism than stressors.

iii. It should assess multiple cognitive domains

Currently we often assess an animal’s memory in, say, a pool of water, its ability to extinguish a learned
association using, say, foot shock, and its attentional capacities using, say, an operant chamber. Then we try to
compare across these tests. Obviously there are difficulties with this approach. Ideally we would be able to
investigate all of these aspects of cognition under the same conditions -- in the same apparatus, using the same
types of stimuli, and the same rewards and responses. We can then employ a ‘battery’ of tests to establish a
cognitive profile of an animal, in conditions under which the tests can be compared in a less confounded manner.

iv. It should be translational

The goal of all of this is of course translation, from mouse to clinic. Currently the tests we use in animals are
usually nothing like the tests we use in clinical populations; some of the test mentioned above provide good
examples of this disconnect. In order to translate effectively our findings from animals to humans, the tasks
ideally would be as similar as possible. Such ‘face validity’ does not guarantee construct or predictive validity —
further experimentation is needed to do that — but it makes these types of validity, and effective translation, much
more likely than when the tests appear on the face of them to have little in common.”

In my talk I will describe one method — the touchscreen testing method -- which | and others have been working
on for about 20 years now, which we think satisfies this list of desirables and could prove to be very valuable in
the cognitive testing of rodent models. I describe that method generally, before describing some of the tests that
are currently implemented and providing some examples of how these tests can be used. These tests can be used
as part of a “flexible battery’ approach for the cognitive profiling of rodent models.
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Introduction

Existing in many forms, two of the most commonly used cognition paradigms in the rodent are rule acquisition
and reversal learning (e.g. swim mazes, operant tasks, T-mazes). Despite the wide spread use of these simple
assays, interpretation is often not straightforward and important controls are commonly over looked. For
example, when acquiring a simple discrimination (a response to stimulus “A” is rewarded, whereas a response to
stimulus “B” is not), necessary for many forms of operant learning, the animal must learn several concepts.
Rodents must (1) learn to distinguish the stimuli, (2) learn that only one of the stimuli is associated with reward,
(3) and that earning a reward is dependent upon their own behavior. Accordingly an impairment in task
acquisition could be caused by a failure in any one of these processes or other non-specific effects, like
alterations in motoric abilities. Reversal learning has similar, but unique, difficulties in interpretation. In rodents,
reversal learning paradigms can take days, and are often split into three distinct phases. Early reversal is the first
stage of the process, occurring immediately after the switch in rule contingencies associated with reward. The
rodent’s behavior is capable of earning a reward, but its current behavior is not; it must learn the new
contingency. Until this occurs, the animal will consistently perform below chance. As it comes to understand this
change, the animal will begin to experiment with other responses to see if they earn a reward (middle reversal),
and their accuracy will begin to increase towards chance level performance. Finally, as the animal learns that it
can still earn a reward, it must learn which stimuli is now associated with a reward, a stage called late reversal.
Depending upon the stage reversal learning does require different neurobiological and psychological processes
(for example see Bussey et al., 1997, Chudasama and Robbins, 2003), some of which may overlap with
acquisition learning. Considering the numerous processes involved in acquisition of a discrimination, and the
overlap between reversal learning and acquisition of a discrimination, it is important to understand the
psychological process impaired, not just the stage impaired (i.e. visuo-perceptual changes will impair
acquisition, but this does not mean the animal is impaired at learning).

To this end, we used touch-screen technology to develop the Double Visual Discrimination task (DVD). Using
modified operant chambers animals are trained to nose-poke at “images” displayed upon a touch-sensitive
computer monitor to earn a reward. The “rules” dictating this reward can be modified to fit the experimental
question at hand and should help to dissociate the individual elements of rule learning, stimulus discrimination,
recall and reversal learning, in one procedure. In the DVD procedure animals are first trained to perform a visual
discrimination (learn that a response at image “A” results in a reward whereas a response at image “B” does not).
When this has been acquired a second pair of images is introduced, however some trials are still given with pair
1. In this way animals must learn a second discrimination while still performing the first. Finally, once the
second pair has been learned, the reward outcomes of pair 1 are reversed (see figure 1 for example baseline
data). In this way the DVD procedure should be able to dissociate the cognitive processes affected by a
manipulation, rather than just the gross behavior (recall, acquisition, reversal learning). Although this new
paradigm can be applied to numerous disease models, in this instance we have selected acute PCP challenge.
Often used as a model of schizophrenia, the NMDA receptor antagonist is also known to disrupt learning and
other cognitive functions. While evidence suggests that PCP given acutely can influence acquisition of a task,
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reversal learning, and baseline task performance, published studies do not use cohesive methodologies. As such,
the comparative nature of these deficits, the concentration at which they occur, and the associated side effect
profiles remain largely undescribed in a unified testing environment. Accordingly, we have performed dose
response studies at each stage of the DVD procedure to elucidate the nature of PCP impairments on several
cognitive processes using a unified testing procedure.

Materials and methods

Animals: Adult male Lister-Hooded rats (purchased from Harlan, The Netherlands) were used in this study
(230- 250 g) at the beginning of the training). Access to food was restricted so that rats were maintained at 80-
85% of their free-feeding body weight.

Apparatus: Testing was conducted in Med-associate chambers (internal dimensions: around L 33 cm x W 40.5
cm X H 29 cm) equipped with a touch screen (40 x 25 cm). A metal flap (36.5 x 5 cm) was located in front of the
touch-screen, around 5 cm above the grid floor. A black metal insert was added on the touch-screen (1 cm from
it) to create 4 response window