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Welcome to Measuring Behavior 2012 

 

We are delighted to welcome you all to the 8th Measuring Behavior conference. Building on 
the format that has emerged from previous meetings, this year we have also endeavored to 
bring together an international audience engaged in the development and validation of 
methods for recording and understanding behavior and actions in their broadest sense. We 
thank all of you for bringing your best and most exciting science.  

This year sees the return of Measuring Behavior to its birth place, Utrecht. It was here, that 
two visionaries, Berry Spruijt and Lucas Noldus, realized their ambition to bring together the 
scientific community interested in the objective recording and interpretation of behavior.  
Both remain actively involved in the further development of this field and play significant 
roles in this meeting, and the scientists present here today owe them a great deal of foresight 
and vision. Utrecht University with its international reputation in behavior and veterinary 
science was the ideal breeding ground for the conference. The measuring of behavior has 
always been an important topic in its research, and is currently reinforced in the University’s 
strategic themes Life Sciences and Youth & Identity.  

Scientifically, this year’s program encapsulates the recent conceptual progress in the 
development of translational tools highly relevant for medical research, combined with 
technical advances in terms of hard- and software for improved recording and as a response to 
the ever increasing challenges of data analyses. Encompassed are Special Sessions dedicated 
to selected topics, Workshops, User Meetings, Tutorials, Demonstrations, General sessions 
and Poster presentations representing the global endeavors to record, quantify and understand 
behavior. Highly recommendable are also the Keynote lectures delivered by three outstanding 
and highly respected speakers. Finally, we trust you will enjoy the scientific tours in the 
Utrecht region and the social events, into which a lot of hard work has gone by the Local 
Organizing Committee. 

We hope this program caters for many of your interests and we look forward to seeing and 
hearing your contributions and trust it will become a productive, exciting and memorable 
conference.  

 

Andrew Spink (Noldus Information Technology, The Netherlands) 

Gernot Riedel (University of Aberdeen, United Kingdom) 

Remco Veltkamp (Utrecht University, The Netherlands) 

Berry Spruijt (Utrecht University, The Netherlands) 

Conference Chairs 
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The Measuring Behavior Conferences 

Measuring Behavior is a unique conference about methods and techniques in behavioral 
research. While most conferences focus on a specific domain, Measuring Behavior creates 
bridges between disciplines by bringing together people who may otherwise be unlikely to 
meet each other. At a Measuring Behavior meeting, you find yourself among ethologists, 
behavioral ecologists, neuroscientists, experimental psychologists, human factors researchers, 
movement scientists, robotics engineers, software designers, electronic engineers, human-
computer interaction specialists… to name but a few. Experience tells us that the focus on 
methodological and technical themes can lead to a very productive cross-fertilization between 
research fields. Crossing the boundaries between disciplines and species (from astronauts to 
zebras) can be extremely inspiring.  

Measuring Behavior started in 1996 as a workshop in the framework of a European research 
project “Automatic Recording and Analysis of Behavior”, aimed at sharing the results of our 
project with colleagues from abroad. Organized by Noldus Information Technology and 
hosted by Utrecht University, Measuring Behavior ’96 attracted over 150 participants. From 
that modest beginning, the conference has grown to a significant international event with 
several hundred delegates from thirty plus countries. We have also grown in terms of the 
scientific quality of the conference, with selection of papers now being determined by a 
process of independent peer-review by many hundreds of reviewers. The scientific program 
committee is very grateful for all that work that many of you reading this have contributed 
towards. In 2012, we return to our ‘birthplace’ and, appropriately, our first conference chair, 
Prof. Berry Spruijt, is honorary chair this year.  

Noldus Information Technology serves as conference organizer and main sponsor. For a small 
company like ours, the conference is a major investment. We gladly do this, because we 
believe that the focused attention on behavior research methods and techniques will 
eventually lead to a higher demand for our solutions. To prevent commercial bias, however, 
the scientific program is put together under auspices of an independent Scientific Program 
Committee, consisting of international experts from a broad variety of disciplines (see the 
Scientific Program Committee on page 520) and many different research groups and 
companies have contributed and participated in this series of conferences. 

Over the years, the conference has been hosted by a variety of universities: 

Year  City  Conference chair 

1996  Utrecht Berry Spruijt 

1998  Groningen Jaap Koolhaas 

2000  Nijmegen Alexander Cools 

2002  Amsterdam Gerrit van der Veer 

2005  Wageningen Louise Vet 

2008  Maastricht Harry Steinbusch 

2010  Eindhoven Boris de Ruyter 

2012  Utrecht Remco Veltkamp & Gernot Riedel 
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In the scientific program, which is well balanced between human and animal research, you 
can find a variety of formats for presentation, interaction and exchange of information. In the 
past years we have seen that the special sessions (with speakers invited by session chairs) 
have become more prominent, and also the Demonstration Showcase has become more 
popular. 

Measuring Behavior is a scientific conference, so special attention is paid to publication of the 
work presented at the meeting. The format of papers in the Proceedings is always a matter of 
debate, due to the different conventions of the many disciplines represented at the conference. 
After trying a variety of formats over the years, we have settled on extended abstracts (1-2 
pages for posters and 2-4 pages for oral presentations), and that seems to be the best 
compromise between a text with enough content for both lasting value and being possible to 
review and short enough so that the effort for the writers is not excessive. An important 
feature of the conference Proceedings is that they are all available as open access from 
measuringbehavior.org. As usual, we will be having post-conference publications as special 
editions of selected journals, and we hope to be able to announce which journals are selected 
during the conference itself. 

Now you find yourself at the 8th Measuring Behavior conference. The organizers have done 
their best to prepare an optimal mix of scientific, technical, and social ingredients. We hope 
that you will find Measuring Behavior 2012 a rewarding and stimulating experience and wish 
you a pleasant stay in Utrecht.  

 

Lucas P.J.J. Noldus 

Managing Director, Noldus Information Technology bv 

l.noldus@noldus.nl 

 

Andrew Spink 

Chair of Scientific Program Committee, Measuring Behavior 2012 

Andrew@measuringbehavior.org 
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Measuring Behavior 2012: 
Highlights of the scientific program 

The eighth edition of Measuring Behavior covers an even wider diversity of scientific topics 
than its predecessors. Within that diversity, some clear trends are visible.  Tracking 
technologies are becoming more important.  A few years ago, video tracking dominated the 
field, and although advances are being made in automatic behavior detection from video 
images, the tracking itself now uses a variety of different techniques as (for instance) GPS 
signals become more accurate and use lighter sensors.  The rule remains that there is not much 
point collecting behavioral data if you cannot analyze and interpret it, and there are papers on 
analyzing both spatial data and other sorts of behavioral data. Indeed, technology and science 
constantly influence each other. 

Another trend over the past few years is for physiological and other sensors to be used more 
and more in combination with traditional behavioral measures. New technologies enable less 
intrusive and more accurate measurements, and as those measurements have become more 
common, so the interpretation of them has become more reliable. As in many areas in the 
field, this is one domain where insights in controlled conditions studying animal behavior 
have spilled over into both studies of human behavior, and studies in less confined contexts.  
As well as physiological data, signals in terms of auditory (and other) communication, the 
measurement of engagement, interactions with touch screens and capturing human behavior 
interacting with computers and other machines has really moved into the mainstream.  Human 
factor research has become such an important domain that a number of different sessions are 
dedicated to it, including control of cars and planes, interaction of (and engagement with) 
games, and measurement and analysis of errors in peoples’ interaction with software.  

The above list of domains indicates that the proportion of behavioral measurement carried out 
in purely artificial environments is increasingly small. Most of the psychological advances 
presented at Measuring Behavior are experiments carried out in realistic environments, and 
especially in the context of animal research, the developments of home cages has allowed for 
the assessment of a much richer and natural range of behaviors (ethogram) than was present a 
few years ago. The importance of the possibility of a subject displaying a natural behavioral 
repertoire has become increasingly clear to researchers, and with it the necessity for good 
welfare conditions (in addition to the ethical imperative). Measuring Behavior has increased 
the welfare requirements for submitted papers this year and there is also a special session 
devoted to this subject. 

Animal research is sometimes carried out because the animals’ behavior is interesting in 
itself, and at other times because it may act as a model for human behaviour or disease.  In a 
few cases that can best be achieved by developing new animal models (see the example of 
zebra fish as they have a better developed visual than olfactory cortex, and are in this respect 
a better model for human cognition than the traditional rodent models) and in some other 
cases by further development of existing models to critically examine their translational value. 
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Technical and methodological development critically relies on ‘hands-on’ experience, that is, 
the knowledge of what each subject is capable of and how training procedures can be 
implemented so that data are gathered unambiguously reporting on the research questions to 
be answered.  This know-how comes to a great extent from MSc or PhD students.  This year, 
we sought an even stronger incorporation of this group of researchers, and so we have 
reduced the student registration fees, increased the number of student travel grants and 
introduced a prize for the best student presentations.  

Measuring Behavior 2012 uses the same presentation formats that have been built up over the 
past seven conferences.  In 2012, most presentations will take place in special sessions 
(previously called symposia and special interest groups), in which the session chair has 
invited speakers.  By contract, the general sessions (full papers) and posters are submitted as 
individual abstracts and clustered together by the conference organization.  Tutorials are 
longer presentations teaching existing techniques, and demonstrations showcase new 
prototypes of software and hardware relevant to our research. The conference program is 
completed by four types of events outside the scientific program; user meetings, scientific 
tours, a commercial exhibition and social events. 

In 2012, Measuring Behavior returns to the city and university where the conference started 
16 years ago. Utrecht University is the oldest university in the country (founded 1636) and in 
the Shanghai ranking comes out as the best in the country.  It has an outstanding record in 
behavioral research and is a very fitting location for us to return to. 

 

Andrew Spink 

Chair of Scientific Program Committee, Measuring Behavior 2012 
Andrew@measuringbehavior.org 
 

Gernot Riedel 

Conference Chair, Measuring Behavior 2012 
G.Riedel@abdn.ac.uk 
 

Remco Veltkamp 

Conference Chair, Measuring Behavior 2012 
R.C.Veltkamp@uu.nl 
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Keynote lecture 

Professor Yadin Dudai 

Weizmann Institute of Science, Rehovot, Israel; New York University 

 

About the speaker 

Yadin Dudai is the Sela Professor in Neurobiology at the Weizmann Institute of Science, Rehovot, Israel, the 
Albert and Balanche Willner Family Global Distinguished Professor of Neuroscience, New York University. He 
studied biochemistry and genetics, with supplements in modern history, at the Hebrew University in Jerusalem, 
received his Ph.D. in Biophysics from the Weizmann Institute of Science, and conducted his postdoctoral 
training at the California Institute of Technology, Pasadena, where he had been on the team that pioneered 
neurogenetic analysis of memory. Over the years he has been a visiting Professor at many academic and 
research institutions in the US and Europe. With research interests that include brain and behavioral 
mechanisms of learning and memory, as well as their interaction with culture, Prof. Dudai has over 190 
professional publications in the field of brain and memory, including key books in the discipline. He has been 
awarded numerous honors, is a member of professional bodies in the fields of science, education, and science-
society interactions, and serves on the boards of scientific journals in the neural- and cognitive sciences. Prof. 
Dudai also has professional experience in administration and R&D planning. He has held multiple posts in 
public and academic life, including Advisor on Science Policy in the Prime Minister's office in Jerusalem, 
member of the Granting and Planning Committee of the Israeli Council for Higher Education, member of the 
Israeli and International Pugawsh group, chair of the life-sciences teaching program and of the postdoctoral 
programs at the Feinberg Graduate School of the Weizmann Institute of Science, Dean of the Faculty of Biology 
and Chair of the Department of Neurobiology and of the Brain Research Centers at the Weizmann Institute. 
Prof. Dudai also serves as the scientific director of the Israeli Center for Research Excellence (I-CORE) in the 
cognitive sciences. 

The Neurobehaviorist Paradox: When Knowing More is Less 

The stunning developments in molecular and cellular methodologies bring behavioral analyses of so called 
“model organisms”, ranging from worms to rodents, into the toolbox of every self-respecting biology 
laboratory. Yet in most cases, a dissonance is apparent between the depth of analyses of the molecular 
mechanisms on the one hand and that of the behavior on the other. To this date it is not rare to encounter 
reliance on a single behavioral measure as if it is a litmus test, evading the complexity underlying the behavior 
in real-life. Paradoxically, however, some major findings linking molecules to behavior found their way into the 
cannon of the scientific literature because the lack of detailed knowledge about the behavioral complexity 
allowed the investigators to reach their conclusions. Had the behavior of model organisms been known at the 
same resolution as that of the experimenter, the authors would have been much more reluctant to link identified 
molecular mechanisms to distinct attributes of normal and pathological behavior. I will discuss the tension 
between knowing too little and knowing too much about behavior, and illustrate how in the neuroscience, one 
might wish to adhere to that level of resolution of behavior that is just useful enough to allow productivity 
without sacrificing realism on the one hand but boldness on the other. 
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Keynote lecture 

Professor Berry M. Spruijt 

Delta Phenomics, Utrecht, the Netherlands and Department of Biology, Utrecht 
University, Utrecht, the Netherlands 

About the speaker 

Prof. Dr. B.M. Spruijt is holds a Chair in Ethology and Welfare, which involves research into the sensitivity of 
reward systems and positive emotions. This research is aimed at the assessment of welfare from the perspective 
of the animal. An important premis is that for the early detection or prevention of welfare problems one should 
measure the animal's appraisal of its environment rather than wait until post hoc pathological symptoms of 
chronic stress have been developed. The need for welfare measurement in, for instance, livestock husbandry 
practices at a large scale, and the need for objective measurements inspired an already long existing interest in 
automation and valorisation of ethological procedures. Furthermore, also in behavioural neuroscience, 
behavioural pharmacology and toxicology an urgent need for less laborious and more reliable and reproducible 
methodology exists, being more animal friendly at the same time. For rodents, a system (PhenoTyper®) has been 
developed that prevents the influence of confounding factors such as the presence of human observers, transport 
before the test, etc. (Spruijt and de Visser, 2006; de Visser et al., 2007, 2006). It also allows the distinct 
assessment of reactions to novelty, anxiety and cognitive performance as the system is equipped with various 
programmable (aversive and rewarding) stimuli to activate various behavioural systems in the home cage. 

The collaboration with Noldus Information Technology (Wageningen, the Netherlands) resulted in the founding 
of a company Delta Phenomics, offering contract research services  for pharma, food companies and other 
research institutes. 

Back to the future II - Validation of paradigms of the past and technology of the future 

The first open field study for rodents was conducted 1934; the issue of what is exactly measured in such an open 
field test has been addressed in the first review written in 1973[1]. In a recent review Haller & Alicki [2] 
mention that the open field is still a frequently used test nowadays, despite innovative alternatives. The open 
field is used for exploratory behaviour, habituation, anxiety depression, schizophrenia, but also for more 
pharmacological questions. The ethogram used has always been a topic of debate.  Technological innovations in 
molecular biology, biochemistry electrophysiology and histochemistry have enormously facilitated the level of 
resolution of independent variables, the acceleration of production of results and yielding new read out 
parameters and new insights. Now, the question emerges: Are there comparable benefits from technological 
innovations for behavioural science in terms of new parameters, results and insights as well? What has changed 
in the course of 80 years?  

The introduction of the Skinner-box with its increasingly automated electro-mechanical devices is 
indistinguishable connected with the behaviouristic approach and has induced a discipline on its own already a 
long time ago. According to a review of Haller and Alicki2 all innovations are mainly used by the innovators 
themselves. In fact, the oldest tests are still most frequently used, almost in the same way for decades. Has it just 
been a mere improvement in efficiency and costs replacing the human hand and eye by a device? This is more 
than a rhetoric question. 

The topic of this paper highlights the necessity to validate novel technologies in behavioural sciences, an attempt 
that is hampered by the fact that the classical behavioural tests are poorly validated.  

The driving force behind the use of well-known tests for studying the proximate causation of behaviour is the 
scientific discipline of comparative or translational research which uses animal models for human health and 
medical care. Of all 2.637.720 behavioural studies (including economics etc.) 775.662 are on human behaviour, 
123.726 are on rat behaviour and 59.320 are on mouse behaviour. So by far, animal behaviour means ’rodent’ 
behaviour studied as model for man in neuroscience and preclinical research. 
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Oversimplified ethological set ups are characteristic for laboratory tests: next to Skinner boxes, various mazes, 
open field, light dark boxes, conditioned fear shock box, defensive behaviour paradigms, attention tasks, all are 
classical tests. While the Skinner box is limited in its underlying assumptions resulting in conceptual constraints, 
ignorance of genetically determined natural behaviours and  focus on a few artificial read out parameters (nose 
pokes, lever presses etc.), most other tests suffer from biased human observations and short test durations. Often, 
the focus is on behaviour of individuals, mostly of the male sex. We may assume that humans may be skilled in 
interpreting primate behaviour, but the nocturnal rodent who is strongly relying on olfactory senses, touch and 
also sound – this is a different story. Furthermore, humans can hardly resist interpreting behaviour while 
observing. For example, when the distance between two animals declines, the human observer easily scores 
‘approach behaviour” as if he/she can recognize the intention of the animal.  

 The subjective influence of the human observer and the large inter-observer and inter-lab differences are 
substantial. The ongoing debate on the fuzzy and hardly reproducible results culminated in papers in the nineties 
and early 2000 when mouse mutants became available in large numbers3. 

Automated methods could solve the reliability issue. But then scientists rightfully demand validation of these 
methods and techniques as there is no a priori ‘intuitive’ knowledge of a specific behaviour defined by a 
computer algorithm.  

To understand why some tests have been successfully automated and others not one has to distinguish two types 
of research question using these tests: 

1. A test for addressing a straightforward question where a few behavioural read-out parameters are used 
to assess dose-response relationship. Example: amphetamine induces locomotor activity. Distance 
moved is then used as a litmus paper indicative for the effective dose. This approach is applied in 
behavioural and safety pharmacology. 

2. The same parameters in the simple test are used for the functional interpretation of a treatment. Let us 
say the same test is used for the efficacy of diazepam in anxiety. Now low activity (immobility or 
freezing) is assumed to be indicative of anxiety and the drug acts anxiolytic by increasing locomotor 
activity.  

Tests used to answer straightforward questions are not necessarily validated for functional interpretations. Thus, 
the validity of a specific set up depends on the scientific question and the interpretation of behaviour depends on 
the scientific context. Nonetheless, we see whole batteries of tests (mainly simple tests previously used for rats) 
being used for describing the effects of a novel drug or the phenotype of unknown mouse mutants in functional 
terms. 

Given the broad array and the huge number of studies conducted over time using those classical tests of open 
field and elevated plus maze, the need for validation seems to have faded away against the background of a 
familiar and extensive mixed set of data. The interpretation of immobility in case of an anxiolytic drug action 
and low activity in case of a stimulant may be acceptable when the treatment effects are well known. 

The question remains: How can behaviour such as immobility be used for a biological relevant functional 
interpretation of behaviour in terms of anxiety when an unknown drug or mutant mouse is studied?  

The validation of innovative technology is difficult to design in a convincing way because of unclear validation 
criteria. Let us consider two aspects:   

First, the aim is to get rid of human (mainly visual) observations. However, there is that desired link with the 
previous intuitive way of scoring and interpretation. We want a new technology to score immobility the same 
way as human observers do, even when inter-observer reliability is low. We have to accept that if new 
technology has to match previous methods, little will be gained. For straight forward questions such as: 
amphetamine induces locomotion, previous results will be confirmed. 
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Second, novel technologies allow extending the time of observation and ethograms. Novel drugs or mutations 
may have all kind of effects on behaviours which have not been measured before, complicating the previously 
assumed and simplified specificity. 

The caveat of a more automated comprehensive approach, detecting a wider spectrum of behaviours over a 
longer period of time is that it yields a complex set of data. Those numbers representing movements, velocity, 
(changes in) contour of animals etc. do not have a direct intuitive representation in terms of behaviours as one is 
familiar with by using classical studies. Thus, at first sight the data set might be apparently without any meaning. 
This may be business as usual in other scientific disciplines where math is more generally used and accepted, but 
cumbersome for behavioural scientists, who like to rely on their own way of observing animal behaviour which 
leads us back to the first item.  

How to get out of this vicious circle? 

It requires special tools for exploring the data. Descriptive studies require special data mining tools. Hypothesis 
driven studies have a priori defined parameters and those which appeared to have changed without a priori 
prediction need to be explained. Since the number of parameters may be very large, an appropriate analysis and 
interpretation is intriguing and challenging. Behaviour as human observers see it, always elicits associations in 
terms of meaning or differences. Scepticism and doubt emerge about the meaning of those newly generated 
abstract numbers. One is tempted to fall back on familiar and ‘simple’ tasks. 

The user – not the observer in case of automated observations – has to rely on numbers, not knowing exactly 
how these numbers are generated. Therefore, the need for proper validation is justified. But this requires an 
appropriate test paradigm which allows the detection of the parameters generated by the technology. It is the 
tradition and the apparent need for simplicity which have restricted the validation and use of automation and 
technological innovation.  

Now, automation of the measurement of parameters in classical tests focusing on individual animals in a 
relatively simple environment lent itself for automation and it is there where technology found its entrance. 

The advantage is mainly a matter of saving time, more precision etc. but hardly any new parameters.  Distance 
moved and time spent in certain areas are probably the most commonly used parameters. 

For the progress of behavioural sciences in methods and paradigms we need the two available kinds of technical 
innovations: 

1. Statistical and methodological procedures to go beyond the mere counting of frequencies and 
durations. 

2. Data collection instruments by use of sensors connected to a computer. 

ad1 )  That behaviour is more than a sum of frequencies and/or duration had been noticed before: behaviour is a 
stream of events organized in time and space: temporal organization or sequential organization of behaviour as is 
explained in various ethological text books. Both time and space had been neglected in the most frequently used 
tests. The elegant studies of Golani and Benjamini [4] show that exploration is a gradually extending patterning 
of behaviours in the available space, which has to be bigger than anything regularly used in laboratories. The 
analysis of the temporal organization by using transition matrices or t-patterns had also been used decades ago, 
but did not evolve into a general tool. The rapid access to computer power eased the use of these methods but 
even that did not yield a breakthrough of such methods. However, mainstream users sticking to classical 
methods slow down the progress in this field.  

ad 2) Infra-red beam devices are a simple way of monitoring activity; a kind of grid and the interruption of a 
beam could allocate the animal to certain area in an open field-like apparatus. Later on, video- images were 
digitized and then fed into a computer. These methods are activity based thus, quantifying a change in position 
of an animal. Another set of features was added later. The animal was now not reduced to a single point such as 
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for instance the centre of gravity, but the nose tail points of the animal and the contour of its periphery was used 
to include more form related characteristics. The dynamic changes of the contour allowed the distinction of some 
behaviours such as grooming, rearing exploration, immobility etc. The need for high throughput phenotyping 
tried to take advantage of automated devices. However, well known classical tests were often just combined in a 
battery of tests and therefore counteracting the initial approach. 

The full potential of using technology which could bring the whole discipline of behavioural science to a higher 
level requires a paradigm shift as the animals have to be provoked to display the whole potential of behaviours. 
Though, technology now allows a shift in paradigms as the laborious and complex human observations can be 
avoided and new parameters can be added, it requires validation of the paradigm and the technology. This is one 
of the reasons for the lack of progress in using new paradigms in behavioural neuroscience.  

Pharmacological validation asks for the use of reference drugs. Thus, if a new system with the capacity to 
measure anxiety related behaviour is tested, the antagonistic effect of e.g., diazepam has to be demonstrated 
first. In contrast, effects of diazepam are based on the limited technology one wants to improve. A new 
technology might show that anxiety is more than immobility and that diazepam has more effects than 
counteracting immobility. It is not easy to break through this circular reasoning, unless it’s accepted that 
diazepam has more effects than previously assumed and that it is not the ultimate reference drug. For testing 
anxiety, consensus on what anxiety is under certain conditions is required. Therefore, we may have to return to 
and upgrade ethological concepts. 

Advanced analyses have been developed and novel measuring techniques have been introduced. There is a huge 
opportunity for improvement in the main stream of behavioural sciences. The strength of automated methods is 
that one has to explicitly formulate the behaviours of interest before they can be translated into a computer 
algorithm. A machine has the ability to perform with sustained attention and, thus, the factor time can now 
really be involved in the stream of behaviours. Rhythmicity can be revealed and behaviour of nocturnal animals 
can easily be monitored during the dark phase of the circadian rhythm. Surprisingly and to our disappointment, 
extending the duration of testing is not really extensively used yet.  

Another issue is the reproducibility. Whereas inter-observer reliability is low, a machine scores the same stream 
of events almost identically to the advantage of reliability. 

We have to demonstrate that new methods of observation and analysis tools catalyse the use of new paradigms 
yielding more and biologically relevant information, stimulating cross fertilization between innovative 
technology and expertise in behavioural sciences, an acceleration of its development is the near future.  Studies 
will be conducted under biologically-relevant conditions. This will yield animal models with enhanced 
translational value in preclinical research, new main effects and unwanted side effects of drugs can be detected 
within the same paradigm.  If we accept the limitations of existing paradigms and accept that behaviour is more 
complicated than previously assumed then technology may help to explore and understand behaviour in depth 
and stimulate for instance drug discovery to contribute to human health. 
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Keynote lecture 

Professor Maja Pantic 

Intelligent Behaviour Understanding Group (iBUG), Imperial College London, London, UK 

 

About the speaker 

Maja Pantic received M.S. and PhD degrees in computer science from Delft University of Technology, the 
Netherlands, in 1997 and 2001. From 2001 to 2005, she was an Assistant and then an Associate professor at 
Delft University of Technology, Computer Science Department. In April 2006, she joined the Imperial College 
London, Department of Computing, UK, and continued working on machine analysis of human non-verbal 
behaviour and its applications to Human-Computer Interaction (HCI). In October 2010, she became Professor of 
Affective & Behavioural Computing and the leader of the Intelligent Behaviour Understanding Group (iBUG) at 
Imperial College London. From November 2006, she also holds an appointment as the Professor of Affective & 
Behavioural Computing at the University of Twente, Computer Science Department, the Netherlands. In 2002, 
for her research on Facial Information for Advanced Interface (FIFAI), she received Innovational Research 
Award of Dutch Research Council as one of the 7 best young scientists in exact sciences in the Netherlands. 
In 2007, for her research on Machine Analysis of Human Naturalistic Behavior (MAHNOB), she received a 
European Research Council Starting Grant (ERC StG) as one of 2% best junior scientists in any research field in 
Europe. She is also the Scientific Director of the large European project on Social Signal Processing. 
In 2011, Prof. Pantic receivedthe BCS Roger Needham Award, awarded annually to a UK based researcher for a 
distinguished research contribution in computer science within ten years of their PhD. 

She is the Editor in Chief of the Image and Vision Computing Journal (IVCJ/ IMAVIS), Associate Editor of the 
IEEE Transactions on Systems, Man, and Cybernetics - Part B: Cybernetics (IEEE TSMC-B), Associate Editor 
of the IEEE Transactions on Pattern Analysis and Machine Intelligenve (IEEE TPAMI), and a member of the 
Steering Committee of the IEEE Transactions on Affective Computing. She is a Fellow of the IEEE. 

Prof. Pantic is one of the world's leading experts in the research on machine understanding of human behavior 
including vision-based detection, tracking, and analysis of human behavioral cues like facial expressions and 
body gestures, and multimodal analysis of human behaviors like laughter, social signals, and affective states. She 
is also one of the pioneers in design and development of fully automatic, affect-sensitive human-centered 
anticipatory interfaces, built for humans based on human models. She has published more than 150 technical 
papers in the areas of machine analysis of facial expressions and emotions, machine analysis of human body 
gestures, and human-computer interaction. Her work is widely cited and has more than 25 popular press 
coverage (including New Scientist, BBC Radio, and NL TV 1 and 3). See also: http://ibug.doc.ic.ac.uk/~maja/ 

Machine Analysis of Facial Behaviour 

Facial behaviour is our preeminent means to communicating affective and social signals. There is evidence now 
that patterns of facial behaviour can also be used to identify people. This talk discusses a number of components 
of human facial behavior, how they can be automatically sensed and analysed by computer, what is the past 
research in the field conducted by the iBUG group at Imperial College London, and how far we are from 
enabling computers to understand human facial behaviour.  
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On Road Observational Survey of Seat Belt Use Among Young Drivers in Qatar 

Khaled Shaaban 

Department of Civil Engineering and Architectural Engineering, Qatar University, Doha, Qatar. kshaaban@qu.edu.qa 

Abstract 

Traffic accidents are one of the main cause of death in modern societies. Next to circulatory diseases and cancer, 
road accidents are probably the third major cause of death in the developed world [1]. Traffic accidents kill 1.2 
million people every year and injure or disable as many as 50 million more. They are the second leading cause of 
death globally among young people aged 5 to 29 years and the third leading cause of death among people aged 
30 to 44 years [2]. In 2010, road traffic accidents were the cause of 228 people deaths and 568 major injuries in 
Qatar. In October 2007, a new traffic law was implemented in the State of Qatar in order to reduce the growing 
number of accidents and reckless driving in Qatar. The new law forced seat belt usage for all drivers and front-
seat passengers. The objective of the paper was to investigate the seat belt use among university students drivers 
in Qatar after the implementation of the new traffic law using observational survey. Two higher educational 
facilities in Qatar were selected to conduct the research. Four students pursuing an engineering degree were 
trained in general traffic data collection methods and procedures and specifically on how to observe the vehicles 
approaching and how to collect data in sheets prepared in a specific coded way to gather the information needed. 
The trained observers stationed at four different entrances of the studied universities. The results of this study 
suggest that a significant percentage of university students do not wear their seat belts and is a clear indication 
that driving habits in Qatar have not improved since the implementation of the 2007 traffic law. 

Introduction 

Traffic accidents, one of the most important challenges of modern societies, are the third leading cause of death 
in most countries. There is no doubt that traffic accidents cause social and economic problems and leave a direct 
impact on people. With respect to economic problems, traffic accidents constitute a big burden on the society as 
a result of loss of life, injury and disability and increase in the amount of insurance and compensations. 
Although, in recent years, significant developments have been made in road safety in Qatar, and national traffic 
low was implemented, traffic statistics indicate that there is increasing in accidents in Qatar. In October 2007, a 
new traffic law was implemented in the State of Qatar. This law contained a package of rules and regulations in 
traffic system in addition to the awareness and preventive campaigns. The new law forced seat belt usage for all 
drivers and front-seat passengers. However, young drivers often do not wear seat belts. After more than four 
years of the implementation of the traffic law, it was necessary to investigate the seat belt use among young 
drivers. Better understanding of the behavior of young drivers is important since it will shed more light on 
developing plans or strategies to improve the traffic safety of this vulnerable group in society. 

Studies show that seat belts can save lives and significantly decrease motorists’ injury severity in crashes [1,8]. 
In 2008, 25,351 passenger vehicle occupants were killed in traffic accidents in the USA. Among these fatalities, 
more than 55 percent of the occupants were unrestrained [3]. The National Highway Traffic Safety 
Administration (NHTSA) estimates that an 80 percent safety belt use rate saves more than 15,000 lives per year 
and an overall societal cost of 50 billion dollars in the country each year [4]. NHTSA estimated that 13,250 lives 
were saved in 2008 due to the use of safety belts [5] among passenger vehicle occupants over age 4. Finally, 
according to the NHTSA, seat belts are approximately 50 percent effective at preventing fatalities in car crashes 
and save about 15,000 lives each year in the U.S. [6].  

In order to reduce the growing number of accidents and reckless driving in Qatar, the government has introduced 
new traffic laws stipulating severe penalties in October 2007. This law contained a package of rules and 
regulations in traffic system in addition to the awareness and preventive campaigns. The new law forced seat belt 
usage for all drivers and front-seat passengers. Children under age of 10 have also been banned from sitting in 
the front seat of the car. However, young drivers often do not wear seat belts. Young drivers and students are 
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known to be a problem age group for road traffic safety in several countries. Motor vehicle crashes are the 
leading cause of death for US teenagers, accounting for 40% of fatalities. In a study in Colorado, a higher 
proportion of young drivers were found to be involved in over-speeding, reckless driving, charged with traffic 
violations, and safety belt non-use [7]. Young drivers in New Zealand contribute disproportionately to traffic 
accident injuries and deaths. In 1999, the 15-24 year age group accounted for 25% of road deaths and 31% of 
reported injuries [8]. The objective of the paper was to determine the seat belt use among university students 
drivers using observational survey.  

Survey Design and Implementation 

Two higher educational facilities in Qatar; Qatar University (QU) and College of the North Atlantic (CNA) were 
selected to conduct the research. These two high educational facilities were chosen due to the high number of 
students (approximately 8,200 and 4,600 students respectively) compared to other higher educational facilities 
such as Texas A&M University at Qatar (approximately 390 students) and Carnegie Mellon University in Qatar 
(approximately 320 students). 

Four students pursuing an engineering degree were trained in general traffic data collection methods and 
procedures and specifically on how to observe the vehicles approaching and how to collect data in sheets 
prepared in a specific coded way to gather the information needed. Each student received a day-long training 
explaining the procedure and practicing on how to conduct the field data collection. Prior to conducting the 
actual survey, a pilot survey was administered. The four field observers were used to conduct the survey at one 
site. During the pilot survey, it was difficult to observe if drivers are wearing seat belt or not in some of vehicles 
(approximately 20%) due to the vehicles speeding. Therefore, it was decided to choose new locations where 
vehicles are forced to slow down. During the final survey, the trained observers stationed at four different 
entrances of the studied universities. The four locations were selected carefully where vehicles had to slow down 
at the speed humps located at the different entrances. This strategy allowed for easy capturing of all data needed 
from all vehicles approaching as shown in Figure 1.  

The data was collected for 701 student vehicles between 7:00 am and 9:00 am, at the beginning of the school day 
and between 14:00 pm and 15:00 pm at the end of the school day. At the studied locations, the observers team 
collected the data while the approaching vehicles slowed down to enter the gate of the university. The surveys 
objective was to collect accurate and reliable data. They made the following observations: 1) whether the 
vehicles is a passenger car or SUV; 2) whether the driver is wearing a seat belt or not; 3) whether front-back seat 
passenger is wearing seat belts or not; 4) whether front-back seat passenger is wearing seat belts or not; 5) 
gender; 6) student or adult; and race. Observations were made during daylight hours to ensure clear visibility. It 
should be noted that gender and race for the driver, front-seat passenger, and back-seat passengers were 
identified as part of the survey. The driver and passenger races were categorized as Arab-Qatari, Arab-Non 
Qatari, Asian, and American/European. The data collected were recorded manually on paper survey forms to 

Figure 1. Inspection place showing visibility of seat belt usage. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
28 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



avoid any issues related to the visibility of the screen of electronic data collection equipment under sunlight 
conditions. According the observes, the manual method was effective, accurate, and allowed them to verify and 
easily fix any issue at the time of data entry. 

Analysis of Data 

After conducting the survey, data was transferred from the field sheets to a main Excel spreadsheet by two team 
members and verified for accuracy by the other two team members. The verification for accuracy was achieved 
by comparing the results obtained by comparing the survey forms against the Excel spreadsheet. Three separate 
worksheets were established: 1) data dictionary; 2) survey data; and 3) survey data analyzed. 

Conclusions 

After collecting and analyzing the survey data, it was concluded that the method used in the collection was 
effective and adequate. The results of this survey provide a snapshot of seat belt use in Qatar among young 
drivers. Findings of this survey indicated that nearly 57.3% of the young drivers were not wearing seat belts. The 
number of male and female drivers in the random sample were 467 and 234 respectively. The paired t test, a 
parametric test, was conducted to identify if there were significant differences between male and female drivers. 
Using the two-tail t test, the null hypotheses was rejected at the 5% significance level, as the p value was 0.000. 
The results show that male drivers have a lower seat belt use rate with 71.5% of male drivers found not wearing 
seat belts compared to 29.1% of female drivers not wearing seat belts. In addition, it was found that Qatari 
students have a lower seat belt use rate than other non-Qatari categories. 76.1% of Qatari drivers were found not 
wearing seat belts compared to 32.9 non-Qatari not wearing seat belts (p = 0.000). Finally, vehicle type seems to 
show a significant gap between unbelted and belted students. Students in SUV’s have a higher non-seat belt use 
rate (65.9%) than those in other vehicle types (46.6%). 

The results of this study suggest that a significant percentage of university students do not wear their seat belts 
and is a clear indication that driving habits in Qatar have not improved since the implementation of the 2007 
traffic law. There are no simple remedies for drivers not wearing seat belts, however, there are a variety of 
countermeasures. These countermeasures include children education, driver education and awareness, legislation 
and enforcement. Not using the safety belt is a behavioral issue, so educational programs targeting the change of 
the all driver’s behavior will also lead to an increase in the safety use rate in the driving population. Previous 
research indicated that programs designed to encourage seat belt use in young children can increase seat belt use 
by the children and their parents, particularly in low income neighborhoods [9]. In addition, implementation of 
more restrict regulations will be necessary. Another study showed that an increase in fine level from $25 to $60 
was associated with a three to four percent increase in observed seat belt use [10].  

Acknowledgements 

This research was made possible by a grant from the Qatar National Research Fund under its Undergraduate 
Research Experience Program award number UREP 11-109-3-022. Its contents are solely the responsibility of 
the author and do not necessarily represent the official views of the Qatar National Research Fund. 

References 

1. Abdel-Aty, M. (2003). Analysis of driver injury severity levels at multiple locations using ordered probit 
models. Journal of Safety Research 34, 597-603.  

2. O’Flaherty, C.A. (1997). Transport Planning and Traffic Engineering. Arnold Publications, London. 

3. NHTSA’s National Center for Statistics and Analysis (2009). Traffic Safety Facts – 2008 Traffic Safety 
Annual Assessment – Highlights. U.S. Department of Transportation, NHTSA, DOT HS 811 172. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 29



4. The National Initiative for Increasing Safety Belt Use Buckle Up America Campaign (2005). Eight Report 
to Congress, Sixth Report to the President, U.S. Department of Transportation, NHTSA. 

5. NHTSA’s National Center for Statistics and Analysis (2008). Traffic Safety Facts, 2008 Data – Occupant 
Protection, U.S. Department of Transportation, NHTSA, DOT HS 811 160. 

6. NHTSA’s 2004 Motor Vehicle Occupant Protection Facts (2006). Washington DC: National Highway 
Safety Administration, U.S. Department of Transportation, DOT HS 810 654.  

7. Gonzales M.M., Dickinson, L.M., DiGuiseppi, C., Lowenstein, S.R. (2005). Student Drivers: A Study of 
Fatal Motor Vehicle Crashes involving 16-Year-Old Drivers, Ann. Emerg. Med. 45(2), 155-156. 

8. New Zealand Land Transport Safety Authority (2000). Motor Accidents in New Zealand. 

9. Hazinski, M.F., Eddy, V.A., Morris, J.A. (1995). Children’s traffic safety program: influence of early 
elementary school safety education on family seat belt use. J. Trauma Injury Infect. Crit. Care 39, 1063–
1068. 

10. NHTSA’s Strategies to Increase Seat Belt Use (2010). An Analysis of Levels of Fines and the Type of 
Law. Washington DC: National Highway Safety Administration, U.S. Department of Transportation, 
DOT HS 8110 413.  

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
30 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



Studying Driver’s Lane Changing Behavior Under Heavy Traffic Volumes 

Khaled Shaaban 

Department of Civil Engineering and Architectural Engineering, Qatar University, Doha, Qatar. kshaaban@qu.edu.qa 

Abstract 

The goal of this paper was to develop a method to study the driver’s lane changing behavior occurring on arterial 
streets under heavy traffic volumes. This work focus on studying roadway segments with short spacing between 
signalized intersections suffering from delay problems due to the lane changing behavior. The heavy delay 
problems result from the through vehicles changing lanes to turn right at the downstream intersection conflicting 
with side street vehicles entering from an upstream intersection and changing lanes to turn left or go through at 
the downstream intersection. The method utilized video cameras and road tubes to collect the data. It was found 
that this method was effective, accurate, and allowed for collecting accurate information regarding the driver’s 
lane changing behavior. 

Introduction 

Two sites were selected for the analysis. These two sites suffer from a delay problem due to the lane changing 
behavior. The first site was on State Road 421 between the I-95 Off-Ramp and Airport Road in Port Orange, 
Florida and the second site was on State Road 50 between State Road 408 Off-Ramp and Bonneville Drive in 
Orlando, Florida. The two sites exist at the exit ramp of a diamond interchanges where the side street vehicles 
enter the arterial street through a free right turn lane. These two sites have the following criteria: relatively short 
spacing between two signalized intersections that are running in coordination; moderate to heavy road volumes; 
and no driveways or median openings between the two signalized intersections. The arterial segment had two 
through lanes. The downstream intersection had a left turn lane and a right turn lane. Figure 1 shows the studied 
movements occurring on the two arterial segments. These movements caused heavy delay along the two 
segments as shown in Figure 2.  

 

Figure 1. Aerial maps showing the studied movements at the two studied sites. 
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Figure 2. Breakdown conditions on the two arterials. 

Data Collection 

Video cameras were used to collect the data. The cameras were used for two purposes. First, the cameras were 
used to record the driver’s behavior. Second, the cameras were used to obtain volume counts and turning 
percentages along the arterials. To be able to achieve these two goals, the cameras were positioned on a high 
position (the I-95 bridge and the SR 408 bridge) to cover the studied segments (see Figure 3). The lane changing 
area was defined as the area between the end of the gore area at the first intersection to the stop bar at the second 
intersection. The cameras were zoomed in to capture the movement of each vehicle within the lane changing 
section. In order to determine the location where the vehicle performed the lane changing, road tubes were 
placed at a 100 feet spacing starting at the gore area as shown in Figure 3. The tubes acted as distance meters. In 
addition to the video, aerial photographs and detailed sketches of the two sites were obtained. These sketches 
included the geometry of each site including the number of lanes, channelization, auxiliary lanes, and the 
distance between the two signalized intersections. At each site, eight hours of data were collected on a normal 
weekday using the video recording equipment.  The time periods were selected so that two hours in the morning 
period (7:00 a.m. to 9:00 p.m.), two hours in the midday period (11:00 a.m. to 1:00 p.m.), and four hours in the 
evening period (2:00 p.m. to 6:00 p.m.) were observed.  

The reduction of the field data involved observing the videotapes of each site. The videotapes were used to 
observe the lane changing movements and also to obtain accurate counts and turning percentages along the 
arterial. This method was used since it was hard to observe the lane changing and to count the vehicles in real 
time at high volumes. Accuracy in video data is due mainly to the fact that the viewer is able to view the 
videotape more than one time. Therefore, the viewer can concentrate on a single movement and then when 
finished rewind the tape and observe a different movement. Data reduction sheets were created for each site so 

Figure 3. Video camera positioned on the bridge and road tubes placed every 100 feet along the arterial.  
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that the lane changing distance and the origin-destination patterns of individual vehicles could be recorded. The 
lane changing distance is defined as the distance from the gore area to the location where the vehicle crossed to 
the desired lane. Videos were then watched in slow motion to verify the lane changing distance, the origin-
destination information, and the number of lane changes required to complete the movement. The origin-
destination volumes, the lane changing distances, and number of lane changes were recorded in one-minute 
increments.  

Analysis of Data 

It was also found that there are five types of lane changing movements occurred. Type 1 and Type 2 were 
originated from the mainline and attempted to reach the right turn lane at the second signalized intersection. 
Type 1 vehicles had to perform one lane change in order to complete the desired lane changing maneuver. Type 
2 vehicles had to perform two lane changes in order to complete the desired maneuver (change one lane to the 
second through lane then a second lane change to the right turn lane). Types 3, 4, and 5 were lane changing 
movements originated from the side street free right turn lane to go through or turn left at the second signalized 
intersection. Type 3 vehicles had to perform one lane change in order to complete the desired lane changing 
maneuver (move to the through lane). Type 4 vehicles had to perform two lane changes in order to complete the 
desired lane changing maneuver (change one lane to the first through lane then a second lane change to move to 
the second through lane). Type 5 vehicles had to perform three lane changes in order to complete the desired 
lane changing maneuver; the first land change to move to the first through lane, the second lane change to move 
to the second through lane, and the third lane change to the left turn lane. 

It was found that 64% of the lane changing movements were originated from the side street and 34% was 
originated from the main street. The majority of lane changing volume occurred between Type 1 (35%) and 
Type 3 (40%), which accounted for 75 % of the total lane changing volume. Type 2 was the lowest lane 
changing volume (1%), which indicated that most vehicles that wanted to perform the lane changing movement 
from the main street preferred to change lanes to be in the outside through lane before entering the lane changing 
area to minimize the number of lane changes to only one lane change. The percentage of Type 4 was 13%, which 
indicated that some of the vehicles preferred to change two lanes to be in the inside through lane on the main 
street. This is probably due to the impression that the inside through lane will be faster than the outside through 
lane due to less distraction after the intersection.  Type 5 (11%) is mainly based on the number of vehicles that 
had to perform a left turn at the second intersection. 

The average lane changing distance for the 4,443 vehicles tracked for each type of lane changing were 
calculated. The average lane changing distance (D1) is the average of the lane changing distances required to 
perform the first lane change measured from the end of the gore area (applicable to all types). The average lane 
changing distance (D2) is the average of the lane changing distances required to perform the second lane change 
measured from the end of D1 (applicable only to types 2, 4 and 5). The average lane changing distance (D3) is 
the average lane changing distances required to perform the third lane change measured from the end of D2 
(applicable only to type 5). 

It was found that Type 5 has the minimum value of D1. These vehicles had to perform three lane changes and 
they had to start the lane changing movement as soon as they enter from the side street to the main street. D1 for 
Type 1 was also low because some of the vehicles in this type started the lane changing movement before the 
end of the gore area (driving on the gore area striping). The maximum value of D1 was for Type 3 where 
vehicles had to perform only one lane change. D1 for Type 2 and Type 4 were very close (157 feet and 143 feet 
respectively). These two types had to perform the same number of lane changes (two) in order to complete the 
desired lane changing maneuver. 

A comparison of D1, D2, and D3 was done for the two studied sites. The main difference between the two sites 
was the distance between the end of the gore area to the stop line at the second intersection (LG). LG for the first 
site was 532 feet and for the second site was 730 feet. It was found that D1, D2, and D3 decreased dramatically 
when LG decreased which indicates the great effect of the distance between the two intersections on the average 
lane changing distance for the different lane changing types. 
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Conclusions 

This paper has examined the different lane changing movements occurring between two close-spaced 
intersections for two sites in Florida. The two sites have a heavy right turn volume entering from the side street 
and close-spaced intersections. The paper has also studied the breakdown conditions occurring on the two 
arterial segments and caused by the lane changing movements. It was found that the breakdown conditions occur 
in two cases. The first case occurred when the main street through volume was heavy with moving queues 
observed extending onto the first intersection. In this case, vehicles entering from the side street could not find 
adequate gaps on the main street and had to reach a complete stop waiting for a gap on the main street. In the 
second case, the left turning volume at the second intersection was heavy and blocking the whole left turn lane. 
Although the main street volumes were moderate and adequate gaps were available, vehicles entering from the 
side street and willing to perform a left turn at the second intersection had to stop blocking the free right turn 
lane and waiting for the left turning vehicles to clear. 

The analysis also revealed that the lane changing distances were also affected by the distance between the two 
intersections. As the spacing between the two intersections increased, the lane changing distances for all 
movements increased. By increasing the distance between the two intersections, drivers will have more space 
and time to adjust and to perform the lane changing movement. In addition, the lane changing distances within 
the same site were affected by the number of lanes changed. If a driver wants to change three lanes, he/she will 
perform the first lane change at a much shorter distance than a vehicle that wants to change only one lane. Based 
on the analysis introduced in this paper, it was concluded that lane changing movements on arterial streets can 
cause major delay problems streets unless adequate spacing between intersections is provided. It was found that 
the data collection method utilized was effective, accurate, and allowed for collecting accurate information 
regarding the driver’s lane changing behavior. 
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The challenge 

Is measurement of operator performance behaviour in serious games different from measurement in other 
environments? A serious game can be seen as an environment in which subjects are allowed and encouraged to 
play and experiment. The aim is that, by doing so, the subjects learn in an environment that changes, which is 
safe, and which elicits to play again. As such the serious game can be seen as a mixture of a training 
environment, a simulation and a game. For each of these domains different ways of measuring behaviour of the 
human operator exist. The question is to what extent the measurement methodologies that are common for those 
different domains are also applicable to the measurement of behaviour in a serious game. 

Human behaviour assessment in simulator experiments 

Normally when assessing operator performance or behaviour in a simulator experiment, the experiment 
compares a baseline with one or more experimental conditions. From these conditions one or more hypotheses 
are drawn and compared. These hypotheses may comprise aspects like improved situational awareness, decrease 
of mental workload, better operator performance, increased trust or operator acceptance, etc. In order to measure 
those, a number of tools exist. From that toolset a measurement battery for that particular experiment is selected. 
This is approach is applicable in all kinds of simulation environments ranging from civil or military cockpit to 
air traffic control environments [3, 7, 8]. 

Methodological Triangulation 

The method “methodological triangulation” is also known as “converging evidence”. The method can be 
summarised by stating that when behaviour of an operator is assessed at least one measure per main category 
needs to be applied. There are three main categories (see Error! Reference source not found.), namely: 

 Bio-behavioural or (objective) data (for example psychophysiological or eye tracking data); 

 Performance data (for example simulator output like reaction(time) or errors made by the operator); 

 Perception or subjective data (for example questionnaires, interviews or workshop outcomes). 

The reason why these three main categories are used is that each of these provides information about what has 
happened during the experiments. However they do that each from their own perspective. A more complete 
overview of what has truly happened develops when data from the different main categories are compared. 

  

Figure 1. The three main categories that need to be compared and synchronised for methodological triangulation. 
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Relevant information may be missed when just one or two of the main categories are used. Hence, after 
participation in an experiment a subject may say that s/he has worked hard and performed well, but are both 
indeed true? The only way to be certain of that, is by checking other sources of information. Methodological 
triangulation underlines that: the whole is more than the sum of its individual components.  

Serious games 

Serious games have an explicit and carefully thought-out educational purpose and are not intended to be played 
primarily for amusement [1]. They are games that aim to teach the players competencies that are important and 
relevant for their professional development. Serious games are often used in parallel with other learning tools 
and environments, such as lectures, e-learning forums, and simulators. They enable a student to ‘play’ with 
course material and to see for him/herself how actions that s/he takes may work out without resulting in the 
consequences that may result from experimenting in real life. They range from very detailed, for part-task 
training, to very global, to provide students with a good understanding of the coursework. Serious games can 
even be used as an ‘umbrella’ for a complete course. 

The advantage of using serious games over other learning tools is that when serious games are well-developed, 
they enhance students’ motivation [4] for example because a game is fun to play as well. This increased 
motivation can lead to students spending more time on the training-task and therefore to better results [6]. In fact 
the game elicits them to play, and therefore learn, over and over again. A serious game is considered well-
developed when the correct balance between entertainment and education was found. Therefore, the 
development of a serious game is a flexible process with many interactions between developers and potential 
users to ensure the correct balance. In other words, a game that is both entertaining and ensures real impact (i.e. 
transfer of learning back into the work-place). 

Case studies 

Two serious games are currently under development. One within the ADAHR1 [5] project. This project focuses 
at the foreseen increase in level of automation in future air traffic control and airport environments. Different 
roles, or professions, that were identified might be influenced by increased levels of automation in 2035 and 
2050. Currently games are being developed in which these new concept can be played with, and tested. There 
will be two hardware based games in which simulation in realistic environments plays an important role. For a 
number of relevant aspects that can not be simulated in those environments paper based games will be developed 
as well. The aim of these games is to acquire better insight in the effect that these higher levels of automation 
may have on human operators. 

The other game is part of the MASCA2 [2] project. MASCA supports management of airlines and airports in the 
process of being better able to quickly and swiftly adapt to change. This change can either be induced by 
authorities but also by market developments or customer requirements. MASCA will create a board, or paper 
based, game. The game will support the so called collaborative decision making at airports. The players will 
learn that collaboration between different stakeholders at the airport supports better and faster handing of 
aircraft. Therefore it will teach them to adjust their behaviour accordingly in the future. 

                                                            

1 ADAHR = Assessment of Degree of Automation on Human Roles (http://www.adahr.eu/ADAHR/).  This project is 
sponsored by the EU and EUROCONTROL in the context of SESAR. The project partners in are: National Aerospace 
Laboratory of the Netherlands (NLR), Ingenieria de Sistemas para la Defensa de España (Isdefe), Centro de Referencia de 
Investigación, Desarrollo e Innovación ATM in Spain (CRIDA), Deutschen Zentrums für Luft- und Raumfahrt (DLR). 

2 MASCA = MAnaging System Change in Aviation (http://www.masca-project.eu/). This project is sponsored by the EU. 
The project partners are: National Aerospace Laboratory of the Netherlands (NLR), Trinity College Dublin (TCD), Kungliga 
Tekniska Högskolan (KTH), Scandinavian Airlines System (SAS), Swedavia, Aeroporto d'Abruzzo – Pescara, Thales, KITE. 
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At the moment that this abstract is written the games and as such also the methodology for measurement of the 
behaviour of the human operators who will be playing the game is under development. Therefore the results and 
conclusions can not be provided here.  

During the presentation 

Since a serious game can be seen as kind of hybrid between simulation, game and training, aspects like: operator 
state (situational awareness, workload, stress, trust, acceptance), operator performance, training competencies 
that are mastered, feedback, but also relevance for the domain and to what extend the game is fun and elicits to 
play it more often may need to be assessed. The tools and technologies that were considered, and the set that was 
eventually selected for this measurement will be presented at Measuring Behavior 2012. 
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The last decades, the concern for the impact of our mobility system on safety, environment and congestion, has 
resulted in many innovations in vehicles and infrastructure. It is absolutely clear that the driver plays a crucial 
role in this. Pushing the throttle, not taking sufficient distance, taking risks on the road by aggressive driving 
behaviour are all factors being controlled by the driver. For that reason, engineers have tried to find innovative 
solutions by giving better support to the driver. Regarding safety, still over 80 % of all accidents are caused by 
human error, being primarily a result of poor recognition and inappropriate decision making. It is therefore 
remarkable that the type of driver and the driver state are hardly taken into account in these systems. We may 
distinguish between young drivers (responsible for 20 – 30 % of all driver deaths), elderly drivers (one out of 
five being older than 65 in Japan), truck drivers (combining logistic and driving tasks), etc. The driver state 
refers to mental workload experience (individual judgment of driving performance under possibly critical 
conditions), driver fatigue, alertness, drowsiness, driving skills, etc. It seems obvious that better (more effective) 
driver support may be obtained by adding driver state information to vehicle state data and information about 
traffic and road conditions, as input to the support system. This is referred to as DSE (Driver State Estimation) 
where we will emphasize on workload estimation. 

The project ADVICE will take up the challenge to derive improved driver support systems, by taking driver 
workload into account. In more general terms (research question), ADVICE will explore the added value of 
workload estimation to interpret the actual driver ability to recognise traffic conditions and to make decisions, in 
order to contribute to a more effective driver support. The Workload is estimated from the context (such as 
various road characteristics, close by departure/destination etc.), from direct or indirect driver behaviour, e.g. the 
steering intensity and frequency, the observed use of throttle and brakes in relationship to traffic conditions, but 
also from physiological information (e.g. heart rate) and parameters describing the gain and delay of the driver 
response on changes in traffic and road conditions. The required workload estimation algorithm on the basis of 
driver observation can also be used to validate driver support systems in general with reference to workload, i.e. 
as part of a first generation standardized validation tool. Finally, by being able to derive workload data under 
varying traffic conditions, we can add information to a geographical map, to indicate locations with high 
workload expectation. These correspond to potential critical spots in the road network.  

ADVICE will result in the following deliverables: 

 A Driver Support System (a ‘proof of principle’ for a personalised user interface, on the basis of the 
monitored state (emphasis on workload, furthermore alertness, skills, …) of the driver. Extended with 
geographical information on high workload locations. 

 A Driver State Validator, a first generation standardized research tool to validate Driver Support 
Systems in instrumented vehicle (field-) tests and naturalistic driving studies. 

 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
38 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



 

Figure 1. ADVICE system layout. 

 

See figure 1 for a schematic layout of the proposed system. A consortium of organisations, with partners which 
are well recognised authorities in their specific field, has been formed to execute this project: TomTom, Noldus 
Information Technology, TNO, Delft University of Technology and the HAN University of Applied Sciences 
(project- and research management). In addition, specific associated SME partners have joined the ADVICE 
team, bringing in valuable knowledge and tools related to driver observation and data acquisition. Within the 
consortium, the industrial partners will focus on producing feasible and practical results, whereas TNO, HAN 
and Delft University will support this work through their in-depth knowledge, identification algorithms, and 
validation through experiments in-door (driving simulation), out-door (instrumented vehicle, under naturalistic 
conditions), software-in-the-loop and hardware-in-the-loop. ADVICE will use results of related previous projects 
such as the DRIVOBS project (methods for driver observation in car simulators) and the Dutch SPITS project, 
with a focus on affordable and open solutions for an Intelligent Transport System.  

The presentation will focus on the need to adapt in vehicle information systems to driver state, and on foreseen 
affordable methods to estimate driver state. 
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Introduction 

Traffic accidents are a major public health concern with 1.2 million fatalities occurring every year and with 
millions more individuals getting injured [1]. More than 90% of the accidents are, at least partially, caused by the 
driver [2]. Figure 1 shows the overrepresentation of younger and older drivers among these crashes. The 
overrepresentation of younger drivers [1] can be explained by an increased willingness to take risk, poor 
anticipation of hazards, and insufficiently learned lateral and longitudinal vehicle control [3]. Figure 1 also 
shows the overrepresentation of elderly drivers which is caused by decline of cognitive and physical abilities [4] 
such as visual impairment (e.g., glaucoma). 

Generic predictors of crash risk exist (e.g., age, gender). However, detailed knowledge about how drivers control 
their vehicle and combine various subtasks related to driving does not exist. Combining the visual scanning, 
vehicle control and decision making tasks makes the driving task complex. Drivers not only control the vehicle 
but also anticipate oncoming events (e.g., hazards, traffic) and combine the driving task with other tasks 
(navigating, cell phone use). Driving is predominantly a visual task [6] and individual differences in visual 
scanning behavior are found as a function of increasing driving experience [7], visual impairment [8] and 
environmental complexities [9]. For example, novice drivers have less visual attention to latent hazards 
compared to experienced drivers [10] and show visual scanning strategies that rely less on top down mechanisms 
of visual attention [11].  

In our research, we aim to distinguish safe from unsafe drivers based on their visual scanning behavior. In this 
paper we will demonstrate two examples of visual scanning behaviors: (a) when using an in-vehicle system and 
(b) when performing a highway driving task, both in a driving simulator. Using these results the differences of 
drivers visual scanning in (multitask) driving and the applicability of non-intrusive eye tracker hardware in 
driver behavior research will be demonstrated.  

 

Figure 1. Fatal accident involvement per driver 100,000 miles as a function of age [5]. 
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Methods 

The driving simulator used in these studies is the Green Dino [12] driving simulator which is used for initial 
driver training in the Netherlands. This medium fidelity, fixed-base driving simulator provides a 180 degree 
horizontal field of view. A high field of view increases perceptual fidelity and is assumed to result in more 
realistic scanning behavior. The simulator controls were based on controls from a real car and steering feel was 
passively calibrated with respect to on-road vehicles [13]. This driving simulator has previously been used for 
research of training and assessment of student drivers [14]. Head motion and gaze direction was measured in 
both studies with a remote mounted eye-tracker system using infrared illumination. Cameras were mounted 
outside of the visual scenery in the driving simulator and calibration took place for each individual participant.  

Results 

The visual scanning of novice drivers using a concurrent lane position feedback system [15] is shown in figure 2. 
This feedback system allowed learner drivers to improve their lane keeping performance by using the feedback 
on their momentary lateral position error presented on their vehicle dashboard. The figure shows how drivers 
directed their gaze at the feedback area for longer periods of time. 

In figure 3 the difference in visual scanning patterns are shown for two inexperienced drivers during a traffic-
free highway driving task. One driver showed a small variance in horizontal fixations, with most fixations aimed 
at the roadway. A second driver showed large horizontal variance in fixations and shorter fixation times 
indicative of increased visual scanning of the roadway and its surroundings. 

  

Figure 2. Raw gaze data for a rural road driving task. Gaze is mainly directed to the road ahead and the swirls left and right 
indicate looking into corners. Gaze pattern of a novice driver showing extensive use of an in-vehicle system (right).  

 

     

Figure 3. Visualization of fixations during a highway driving task, fixation duration is indicated by the dot size. Fixation 
pattern of two inexperienced drivers showing differences in visual scanning. 
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Discussion 

Using driving simulators and high-end eye-tracking hardware, we have shown to be able to discriminate the 
differences in visual attention while using an in-vehicle system and the different fixation patterns of drivers 
performing the same task, showing the variability between drivers. In future work we will relate driving 
simulator measures of both the vehicle (e.g., lane position) and driver performance (e.g., steering activity) with 
gaze direction based metrics (e.g., fixation patterns) and measures of driver workload (e.g., heart rate 
variability). With these relations we aim to distinguish safe drivers from unsafe drivers and apply this knowledge 
in driver support systems, driver training and assessment. 
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Operator identification methods have been used extensively to identify pilot models while controlling aircraft 
dynamics [1,4]. The current state of the art allows us to simultaneously identify the separate contributions of the 
pilot’s visual system, the vestibular system and the neuromuscular system [1,2,3]. System identification was also 
used successfully to observe changes in the estimated pilot model parameters due to changes in the simulator 
motion cueing algorithm [5]. 

In this paper, the first steps are taken to bring identification in driver steering tasks up to the same level as 
identification in aircraft piloting tasks. A study was performed to provide measurement data, to allow 
identification of the driving behaviour in a curve negotiation task. The study aimed to separate two essential 
driver control components, being:  

1. preview (feedforward) control using visual information regarding the upcoming road curvature, and  

2. compensatory (feedback) control to minimise lateral position and heading error.  

Figure 1 shows a model adapted from [6] which shows two compensatory control loops, responding to a heading 
error ( ) and a lateral error ( ). Also a feedforward loop is shown, responding directly to the commanded 
heading . 

In a fixed base driving simulator, drivers were instructed to drive as they would normally do over a winding 
road. Two separate stimuli, commonly called forcing functions, were simultaneously applied being 1) the 
commanded road heading , and 2) a steering wheel disturbance , representing disturbances due to wind and 

Figure 1. Driver-Vehicle Model adapted from [6]. 
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road irregularities. The application of the forcing functions allows the simultaneous identification of preview and 
compensatory driver control loops. The forcing functions were defined in the frequency domain and ranged 
between 0.02 and 1 Hz. To further investigate the use of preview information, the distance of the path preview 
that was visible to the driver was varied. Figure 2 illustrates the three different preview conditions. 

Figure 3 shows the resulting driver steering action magnitude relative to the road curvature. The feedforward 
system shows an increasing gain with higher frequencies, and this behaviour almost perfectly compensates for 
the vehicle characteristics which have a reduced gain for higher frequencies. The feedback system shows a more 
complex behaviour resulting from combined position and heading compensation. 

Results with varying preview distance show that drivers rely more on preview with increasing preview distance 
and that compensatory behaviour is reduced. Although not all results were statistically significant, several 
measures show that the highest performance was not reached at the maximum preview distance used in this 
study (100m) but at a shorter distance of 15m. This indicates that with preview above a certain point, drivers no 
longer minimize lateral error, but use the additional preview to obtain a smooth path. 

The presentation will further illustrate methods and results as an example of driver (and pilot) model 
identification. 
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Figure 3. Identified driving behavior. The open symbols represent the commanded road heading, the close symbols 
represent the steering wheel disturbance. 
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Introduction 

For half a century at least, each new generation of computer chip, appearing every two years or so, has provided 
twice as many transistors per unit cost (as predicted by Moore’s law [1]). Extrapolating the accelerating pace of 
technological potential, logic dictates that computational devices will be tiny and powerful by the early 2020s, 
giving rise to virtual-reality applications such as displays built into our eyeglasses [2]. By the 2030s, going to a 
website could mean entering a totally realistic and compelling virtual environment facilitated by miniature 
computers that interact with brain cells, and people will probably spend most of their time in virtual reality [3]. 
Although these prospects may sound farfetched, we can already see that virtual-reality-based applications are 
increasingly used in such common tasks as driving. We use driving simulators for assessment, rehabilitation, 
learner driver training, race-car driver training, research into safety, and for at-home entertainment and in 
amusement halls. 

Advantages of driving simulators 

Driving simulators offer various advantages compared to real vehicles, including:  

1. Controllability, reproducibility, and standardization. Behavior of virtual traffic, weather conditions, 
and the road layout can be manipulated (offline or in real-time) as a function of the training needs or 
research aims. Purpose-developed scenarios enable trainees to practice a large number of dedicated 
maneuvers per time unit. Wassink et al. [4] describe software architecture for generating dynamic 
scenarios in a driving simulator. With the aim of maximizing the effectiveness of the training, the 
authors apply a metaphor from the 1998 movie The Truman Show: everything surrounding the learner 
driver responds to the driver’s behavior. Using simulators, participants in different physical locations 
can drive under the exact same conditions. This is beneficial for creating standardized driving tests and 
reproducible research results. In contrast, the real traffic environment is largely random. 

2. Ease of data collection. A driving simulator can measure performance accurately and efficiently. With a 
real vehicle, it is far more cumbersome to obtain complete, synchronized, and accurate measurement 
data. It is a fundamental challenge to get an accurate recording of where a real vehicle actually is in the 
world. For example, in one study using an instrumented vehicle and a driving simulator, it was 
impossible to determine the distance between the vehicle and a stop line on the road, while in the 
simulator this information was readily available [5]. Measurement of lateral position is challenging as 
well, as this requires visible lane markers while weather conditions, reflection, and shades may affect 
the quality of the measurement [6]. Santos et al. [7] found that lateral position measurements of the 
instrumented vehicle were of marginal quality while this information was accurate in the simulator, 
leading the authors to conclude that “problems with field studies in an instrumented vehicle have been 
confirmed” (p. 145). Because of the measurement capabilities of simulators, new types of behavior 
analyses come within reach, such as trigonometric analysis of time-to-line crossing [8] or object 
detection and hazard perception research using eye-tracking [9]. 

3. Possibility of encountering dangerous driving conditions without being physically at risk. Simulators 
can be used to prepare trainees to handle unpredictable or safety-critical tasks that may be inappropriate 
to practice on the road, such as collision avoidance or risky driving [10]. In addition, simulators make it 
possible to study hazard anticipation and perception by exposing drivers to dangerous driving tasks, 
which is an ethically challenging endeavor in real vehicles [9]. Flach et al. [11] stated that simulators 
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“offer an opportunity to learn from mistakes in a forgiving environment” (p. 134). Allen et al. [12] 
made a similar case: “Motor vehicle crashes are significantly higher among young drivers during the 
first year of licensure, and crash risks decline with increased experience. […] This produces an 
interesting dilemma about how to provide young drivers with driving experience without significantly 
increasing their crash risk. Driving simulation may be the solution to this dilemma.” 

4. Novel opportunity for feedback and instruction. Simulators offer the opportunity for feedback and 
instruction that is not easily achieved in real vehicles. For example, it is possible to freeze, reset, or 
replay a scenario [13]. Feedback and instructions can also be delivered in other modalities besides 
speech, such as visual overlays to highlight critical features in the environment. 

Disadvantages of driving simulators 

However, simulators have several known disadvantages and challenges, including: 

1. Limited physical, perceptual, and behavioral fidelity. Low-fidelity simulators may evoke unrealistic 
driving behavior and therefore produce invalid research outcomes. Simulator fidelity is known to affect 
user opinion. Participants may become demotivated by a limited-fidelity simulator and prefer a real 
vehicle instead (or a more costly high-fidelity simulator for that matter). Interestingly, while safety is 
often cited as an advantage of driving simulation (see above), sometimes this same feature is interpreted 
as a disadvantage. For example, Käppler [14] pointed out that real danger and the real consequences of 
actions do not occur in a driving simulator, giving rise to a false sense of safety, responsibility, or 
competence. Simply investing resources to increase fidelity is not necessarily a desirable solution, as it 
adds to the complexity of the device and might hamper experimental control. In some cases, deliberate 
deviations from reality yield valid results [15][16]. Evans [17] provided an interesting thought 
experiment, arguing against a blind focus on high-fidelity driving simulation: “Consider a make-believe 
simulator consisting of an actual car, but with the remarkable property that after it crashes a reset button 
instantly cancels all damage to people and equipment. What experiments could be performed on such 
make-believe equipment that would increase our basic knowledge about driving? The answers provide 
an upper limit on what might be done using improved simulators” (p. 190). 

2. Shortage of research demonstrating validity of simulation. A growing body of evidence indicates that 
driving-simulator measures are predictive for on-the-road driving performance [18]-[23]. However, 
only a few studies have investigated whether skills learned in a driving simulator transfer to the road 
(see [24]-[26] for a few exceptions). Note that in the field of aviation, studies on the transfer of training 
are far more common [27], but even in aviation critical questions remain unanswered, for example 
whether a motion base provides added value for the effectiveness of flight training [28]. 

3. Simulator discomfort, especially in older people or under demanding driving conditions. Simulator 
sickness symptoms may undermine training effectiveness and negatively affect the usability of 
simulators. This is a serious concern, but fortunately, useful technological and procedural guidelines are 
available to alleviate it [29]. Research shows that simulator sickness is less of a problem for young 
drivers [30]. Experience shows that limiting the horizontal field of view, avoiding sharp curves or stops 
during driving, and using short sessions (≤10 min) with sufficient rest breaks improves or even 
eliminates simulator sickness. 

Conclusion 

Because of the increasing potential of computer technology, we foresee increasing use of driving simulation in 
areas such as driver assessment, driver training, research, and entertainment. Low-cost virtual-reality 
applications will come within the reach of many organizations. However, several research questions may need to 
be answered before ubiquitous driving simulation becomes feasible, particularly questions related to simulator 
fidelity, predictive validity of driving simulators, simulator-to-reality transfer of learning, and simulator 
discomfort. 
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Summary 

Driver and pilot modelling has been successfully applied to unravel driver and pilot behaviour, and to design 
systems optimally matching driver and pilot capacities. Modelling has been applied in particular for continuous 
manual control tasks such as steering where drivers apply continuous steering actions to control vehicle heading 
and lateral position. In such models the visuomotor loop describes steering wheel rotation as a function of visual 
information regarding the road and the vehicle state. Some pilot models include a vestibular component which 
describes how vestibularly perceived motion contributes to pilot behaviour. Interfaces such as steering wheels in 
cars provide drivers with haptic (force) feedback regarding the vehicle state, and to optimally design such 
interfaces neuromuscular models have been developed describing how operators use reflexes to control limb 
position, force or stiffness.  

This paper describes state of the art driver and pilot models and shows how the visual, vestibular, and 
neuromuscular control loops have been tested and modelled. In particular it describes how multiple stimuli have 
been applied simultaneously to identify operator behaviour in relatively short experiments eliciting steady state 
behaviour. Human control behaviour is shown to adapt effectively and systematically to the dynamics of the 
system being controlled as well as to task instructions and applied stimuli.  

Methods 

Driver and pilot (or operator) model identification enables the estimation of operator model parameters based on 
measured operator responses to certain stimuli. Operator model identification has been successfully applied to 
capture human control behaviour in continuous closed-loop tasks such as aircraft control, car following and 
steering. Human control actions could be described as (linear, time-invariant) function of task-related stimuli and 
perceivable responses of the controlled vehicle. Such models describe how operators dynamically control the 
acceleration, velocity and position of vehicles to follow a desired path and to correct for possible disturbances. 
Complex operator models have been derived simply fitting available data and/or hypothesizing plausible control 
loops [9]. This paper focusses on operator models which can be uniquely identified from dedicated experiments 
on individual drivers. Here unique identification refers to the possibility to uniquely derive a set of operator 
parameters with good experimental reproducibility [16]. Unique identification makes operator model 
identification a sensitive design tool. For proposed vehicles and user interfaces, operator behaviour can be 
identified using driving or flight simulators. Comparing operator model parameters for different vehicle designs, 
we can measure whether and how operators adapt their control behaviour. Effects of proposed vehicle 
modifications have shown to provide valuable insight in operator behaviour, and have shown significant and 
relevant changes in cases where traditional performance measures reflecting task accuracy were not significantly 
changed as a result of effective adaptation by the operator  

Operator models have been identified using data collected in real vehicles and in simulators (see Figure 1). To 
uniquely identify the various control loops dedicated stimuli have been designed aiming to create realistic task 
conditions as well as enabling unique identification. In general such stimuli are designed to be random appearing 
such that operator behaviour is elicited for an unknown task rather than testing “pre-programmed” behaviour. 
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Visual stimuli primarily represent task related information, and can include desired states, actual states and 
errors between desired and actual states. Simple visual stimuli such as desired heading, speed, and position can 
be presented on dashboard or cockpit displays. Complex visual stimuli such as road geometry and other vehicles 
are naturally available in real vehicle testing, and can be presented virtually in simulators. Obviously in 
mathematical models such complex stimuli require derivation of simple variables assumed to be perceived by the 
operator from the available visual information field. Such variables represent perceived ego-vehicle motion: e.g. 
longitudinal and lateral position, heading and their derivatives in time, observed road geometry, and (relative) 
position, velocity and heading of other vehicles. Visual stimuli are primarily applied to identify the operators 
visuomotor control behaviour.  

Vehicle motion stimuli can represent perturbations of the vehicle motion for instance related to wind or other 
physical disturbances. Vehicle motion stimuli can be used to jointly identify the visuomotor and vestibular 
control loops. As illustrated in  Figure 1 a vehicle motion perturbation will be perceived visually as well 
vestibularly, and hence such stimuli are not suitable to separate these two components.  

Vestibular motion stimuli can be applied in simulators only. Where in actual vehicles the visual and vestibular 
information regarding vehicle motion are mechanically linked, in a simulator additional perturbations can be 
applied on the simulator motion without affecting the visually perceived vehicle motion. In principle this enables 
separate identification of the vestibular control loop, but humans easily notice a mismatch between vestibular 
and visual information, and discard apparently incongruent vestibular information. 

Neuromuscular stimuli can include disturbance forces applied to steer, pedals and other interfaces. Measuring 
the resulting displacement and muscular activity (EMG) we can model the human stiffness or compliance, and 
estimate neuromuscular feedback delays and gains reflecting position control using muscle spindles and force 
control using Golgi tendon organs [10]. Neuromuscular identification is valuable in particular for the 
development of haptic (force) feedback systems supporting the driver with guiding forces, where identification 
showed a systematic adaptation of neuromuscular control when haptic feedback is provided [1,3].  

Results 

Operator model identification methods have been used extensively to identify pilot models while controlling 
aircraft dynamics [5,13]. Neuromuscular control models were already identified in the 90ties [17,18]. The 
current state of the art allows us to simultaneously identify the separate contributions of the pilot’s visual system, 
the vestibular system and the neuromuscular system [5,6,7]. System identification was also used successfully to 
observe changes in the estimated pilot model parameters due to changes in the motion cueing algorithm [19,20]. 

 
Figure 1. Driving Simulator; a human operator interacts with a virtual vehicle in a virtual driving environment. 
The driver receives visual task stimuli and various perturbations and driver actions and vehicle responses are recorded.  
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Neuromuscular feedback of the ankle joint while controlling a gas pedal was identified and used to design a 
prototype haptic gas pedal [1,4,11,12] that has led to the marketing of the Distance Control Assist (DCA) system 
available in the Nissan Infiniti in Japan and USA. With the haptic gas pedal, subjects were shown to adapt their 
neuromuscular feedback strategy controlling force rather than position. In these studies, a visual control loop was 
identified using the perceivable distance and relative velocity towards the lead vehicle. This visual feedback 
model for car following, was also used to evaluate a visual driver support system, and showed significant 
beneficial effects of a distance and acceleration display on the driver parameters [14,15].  

Neuromuscular feedback of the upper extremities in car steering has been identified [2] and the use of visual 
information in car steering will be illustrated in a separate presentation at measuring behaviour [8]. 
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These references list research as published by TU Delft. Work from other groups has been cited extensively in 
the above papers. 
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Can We Trust Driver Behaviour Assessment? 
Examples from Research in Simulators and in the Field 
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Introduction 

It is very common to compare mean values of driving performance indicators (PI) like mean speed, the standard 
deviation of lateral position, time headway, mean glance duration, and many more, in order to investigate 
possible differences between different treatment groups. Just like all the PIs mentioned here, most of them 
describe aspects of the control level of driving behaviour according to Michon’s control hierarchy [1]. When 
means differ significantly between treatment groups, this is often interpreted in relation to traffic safety gains or 
losses. 

In this paper we are going to discuss possible pitfalls with the use and interpretation of such PIs, based on 
examples from different studies. Finally, we suggest a number of possible solutions to avoid some of the issues 
discussed here. 

Individual differences 

As people may perform differently under similar conditions, it is common to compare the mean values of groups 
to find out whether the groups differ systematically in their performance. How the individuals differ within the 
groups, and what the possible reasons for those differences are, is often neglected. This is illustrated with an 
example from a study conducted in two different driving simulators (Figure 1). In addition to a baseline drive the 
participants had to drive on a relatively curvy rural road while either performing a mostly visual, a solely 
cognitive, or a mostly haptic task. They did this once under car-following and once under free driving 
conditions. The additional tasks were presented on three different levels of difficulty. The participants were 
instructed to complete those tasks as best they could, while still having in mind that they were driving, that is, the 
main focus was directed at the additional task [2]. 

Several aspects can be noticed by taking a closer look at Error! Reference source not found., which shows the 
time in seconds a driver spent with at least two wheels in the oncoming lane. The total time driven per condition 
was 30 s. The thin lines stem from individual drivers. Especially for the visual condition it is noticeable how 
much the values vary between participants. What is more interesting, they do not only vary in a quantitative 
manner, with one participant getting into the oncoming traffic more than the other, but also in a qualitative 
manner. Except for the visual condition, most participants do not leave their lane at all, or for less than 2 s, as 
can be deducted from the median values. Some other participants, however, drive with at least two wheels in the 
oncoming lane for a third of the time or more. This may be interpreted as some participants losing control, or 
consciously accepting a drift into the oncoming lane, while others manage to keep the vehicle within the lane 
boundaries. With those data and interpretations as background, it does not seem meaningful to analyse mean 
values for PIs like this one. Instead it might be much more educative to investigate the underlying factors that 
might lead to the quantitatively different individual results. 

Systematic differences 

Especially when comparing the results from different studies, systematic differences between those studies can 
influence the results in unforeseen ways. These differences can for example be coupled to participant selection, 
the test bed in use, or the way the PI was computed. 

It has already been indicated by Greenberg et al. [3] that motion cueing may have a strong impact on lateral 
driving PIs when disturbances, like the execution of additional tasks, are present. A number of further studies 
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corroborate the fact that the type of motion cueing influences results [4,5,6]. Therefore, when comparing results 
between different simulators it has to be kept in mind that the measured Pis are not necessarily directly 
comparable. 

Participant recruitment is another factor that may influence results. It is not uncommon that universities recruit 
participants amongst students, as this is convenient. In the study mentioned above, the participants who drove in 
the moving base simulator were recruited from the general public, whereas the participants for the fixed base 
simulator were recruited from engineers who were employed at the company running the study. The participants 
had also been asked to perform the additional tasks while standing still, that is, in this condition the additional 
task was the only task performed, so simulator differences were eliminated. For all three modalities tested, the 
engineers clearly and significantly outperformed the members of the general public. This difference in 
performance between groups in the additional task may have had a systematic impact on the capability to 
perform the driving task, such that studies with different types of participants may lead to qualitatively or 
quantitatively differing results. 

Furthermore, a PI used in different studies under the same name can be computed in different ways. To illustrate 
this, we focus on the window size that is used to compute the PI “standard deviation of steering wheel angle”, an 
indication of how variably the driver turns the steering wheel over a certain period of time. The data used in the 
example stem from a field study, in which the drivers used an experimental car as their own during the period of 
a month [7] . With the help of the distraction detection algorithm AttenD, which uses eye tracking data as input, 
the drivers were classified as either distracted or attentive for certain time windows [8,9]. Depending on the time 
window used to compute the “standard deviation of steering wheel angle” there was either no significant 
difference or there was a significant difference between distracted and attentive drivers (Error! Reference 
source not found.). Relating back to what was discussed above, the graph containing the standard deviation of 
the PI in the right part of Error! Reference source not found. illustrates once more how wide the behavioural 
range is within each group, in spite of the significant differences in mean values for some of the window sizes.  
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Figure 1. Individual, mean (solid lines) and median (dashed lines) lane departure time results (in s) for driving without
(upper row) or with (lower row) a lead vehicle under baseline conditions, or with a visual, cognitive or haptic additional task
(from left to right) in a high fidelity moving base simulator (red) or a static simulator (blue).  
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What do performance indicators really indicate? 

When it is found that on average the standard deviation of lateral position (SDLP), that is, how much a vehicle 
sways around its medium lateral position in the lane, increased with, say, 12 cm, what does this tell us? 
Obviously, the trajectory of the vehicle is somewhat less straight. Can this be linked directly to a safety hazard, 
though? We argue that more information is necessary before such an interpretation can be made. We would need 
to know, for example, whether the vehicle actually leaves the lane, whether other traffic is present, whether the 
other traffic comes dangerously close due to the increased swaying, whether the driver is aware of the increased 
swaying, whether he accepts it in the situation at hand, and so on.  

Any difference in means can become significant when enough participants are used, such that the size of the 
measured effect plays an important role. In addition to the purely statistical effect size, which tells us how much 
the mean values differ in relation to the standard deviation within the population, the “practical effect size” 
should be considered as well. As mentioned in the example above, which practical implications does an 
increased SDLP have for safety, road construction, etc.? On a wide and straight road, with an average lateral 
position in the middle of the lane, the 12 cm increase may not have any safety implications at all. On a narrow 
road, however, this could mean the difference between crossing over into the oncoming lane or not. Then again, 
a driver may use the oncoming lane on purpose, when cutting the curves on a rural road. Obviously, the driver 
would not do so when oncoming traffic was present, such that an increased SDLP as a consequence of 
intentional behaviour does not need to be correlated to changes in the level of traffic safety at all. 

Possible solutions? 

It is very difficult to link this kind of PIs to actual crashes. A large-scale attempt will be made during the SHRP 
II programme, with 2000 instrumented vehicles and an even higher number of drivers. However, even studies of 
that scale will not be able to answer all the questions of what changes in driving behaviour related PIs really 
mean. Therefore we suggest a number of pragmatic measures to enhance the safety related validity of PIs used in 
studies. 

Instead of mainly using PIs that describe the control level of driving behaviour, it is suggested to develop 
indicators that describe the tactical level. These are expected to be easier to understand and interpret. It is also 
assumed that the tactical level is affected by external factors sooner than the control level is, which would make 

Figure 2. The PI “standard deviation of steering wheel angle” computed for data logged in the field for window sizes
between 1 s and 40 s. In the graph on the left the mean with its 95 % confidence interval and in the graph on the left the
mean with one standard deviation is shown. 
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such PIs more sensitive. A drawback is the fact that tactical PIs may have to be adapted to the present situation 
much more, which makes them harder to standardise for comparisons between studies. 

PIs should have a link to violations or other behaviour that already has been linked to an increased risk in traffic. 
Of course, PIs can also be used to estimate efficiency or other aspects of the traffic system, but then a link to 
those concepts should be documented. 

In order to incorporate the qualitative/quantitative aspect of behavioural differences it may be meaningful not 
only to evaluate the difference in mean values between groups, but to focus on the percentage of drivers who are 
able to perform a task within given boundaries, for example, to send an sms within a certain amount of time 
while remaining within one’s lane and within a certain speed interval. 

References 

1. Michon, J. A. (1985). A Critical View of Driver Behavior Models. What Do we Know, What Should 
we Do? In L. Evans & R. Schwing (Eds.), Human Behavior and Traffic Safety. New York: Plenum 
Press. 

2. Kircher, K., Ahlstrom, C., Rydström, A., Ljung Aust, M., Ricknäs, D., Almgren, S., et al. (2012, in 
press). Secondary task workload test bench - 2TB. Final report. Linköping, Sweden: The Swedish 
National Road and Transport Research Institute. 

3. Greenberg, J., Artz, B., & Cathey, L. (2003). The effect of lateral motion cues during simulated driving. 
Paper presented at the DSC North America.  

4. Correia Grácio, B. J., Wentik, M., Valente Pais, A. R., van Paassen, M. M., & Mulder, M. (2011). 
Driver behavior comparisons between static and dynamic simulation for advanced driving maneuvers. 
Presence: Teleoperators and Virtual Environments 20(2), 143-161. 

5. Feenstra, P., van der Horst, R., Correia Grácio, B. J., & Wentik, M. (2010). Effect of simulator motion 
cueing on steering control performance. Driving simulator study. Transportation Research Record: 
Journal of the Transportation Research Board 2185, 48-54. 

6. Valente Pais, A. R., Wentik, M., Van Paassen, M. M., & Mulder, M. (2009). Comparison of thee 
motion cueing algorithms for curve driving in an urban environment. Presence: Teleoperators and 
Virtual Environments 18(3), 200-221. 

7. Kircher, K., Kircher, A., & Claezon, F. (2009). Distraction and drowsiness. A field study (VTI Report 
No. 638A). Linköping: VTI. 

8. Kircher, K., & Ahlstrom, C. (2009). Issues related to the driver distraction detection algorithm AttenD. 
First International Conference on Driver Distraction and Inattention.  

9. Kircher, K., & Ahlstrom, C. (2010). Predicting visual distraction using driving performance data. 
Association for the Advancement of Automotive Medicine Annual Scientific Conference, Las Vegas, 
NV, USA. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
58 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



Home-cage Automated Cognitive Phenotyping in Mice 

Valter Tucci 

Department of Neuroscience and Brain Technologies, Istituto Italiano di Tecnologia, Genova, Italy. valter.tucci@iit.it 

 
Mouse mutant lines constitute promising translational models to investigate mental illness and to develop new 
therapeutic approaches. As advances in mouse genetics technology allow to engineer mouse models carrying 
complex genetic variants, there are now several large-scale projects, world-wide, to create collections of mouse 
mutants based on relevant phenotypic data [1-5]. 

However, the vast repertoire of mouse models is not currently paralleled by a correspondingly rich set of 
phenotyping methods. A “phenotype” can be defined as any functional or anatomical expression of the 
organism’s genotype and its interactions with the environment. Phenotypic assessment is required to build any 
link between genes and mental functions, but classical research on mental health using rodent models has mainly 
relied on coarse assessments (such as rudimentary behavioral analyses), which have limited translational value. 

Moreover, while most biological sciences are progressing towards a holistic approach to investigate the 
complexity of organisms (i.e., “systems biology” approach), mouse functional genomics has embraced a more 
reductionist strategy that focuses on intermediate phenotypes (endophenotypes) [6]. The investigation of single 
endophenotypes has been a powerful approach in mouse genetics but, in many cases, it was not followed by a 
better understanding of human disease susceptibility [7, 8]. The reason for this poor translational result is that the 
genetic analysis of mouse phenotyping does not necessarily rely on an increase of isolated behavioral analyses. 
Instead, the success of large-scale genetic investigations by using laboratory animals very much depends on the 
ability: (i) to integrate meaningful and multi-dimensional comparable traits; (ii) to monitor time-variable 
phenotypes; (iii) to develop novel technologies that detect and analyze phenotypes in home-cage environment. In 
addition, phenotypic data must become easily accessible for the whole scientific community  [9] to promote the 
continuous integration with new scientific information. 

Thus there is an urgent need for new investments in basic and integrated robust phenotyping technologies [10]. 

Here I will present a series of behavioural/cognitive measures in mice that were derived with automated 
behavioural protocols. Mice were subjected to a long-term investigation in their home-cage environment. A 
novel operant wall was installed in regular mouse cages. The wall is equipped with two lateral hoppers which are 
connected to pellet dispensers and one central hopper that is used by the mouse to self-initiate the trial. All 
animals were trained on a timing task that required them to judge when to switch from one feeder to another for 
reward maximization [11]. In a given trial, reward could occur at one of the two feeding locations with some 
predetermined probability and after different corresponding latencies. The optimal performance in this task 
requires animals to have an accurate representation of time intervals (i.e., short and long intervals), the 
endogenous uncertainty about these intervals, and the exogenous uncertainty (i.e., probability of reward 
occurring at two different locations). We have also introduced long and short probe trials with different 
probabilities. 

After a standard training, all mice were subjected to three experimental phases starting with ratio 1:2 (3 s vs. 6 s). 
In each phase we introduced probe (not rewarded) trials, with different probabilities, to test the endogenous 
uncertainty according to risk exogenous assessment. During the first experimental phase (Exp. 1) short probe 
(Sp) and long probe (Lp) trials were introduced with the same conditional probabilities, P(Sp|S) = P(Lp|L) = 0.2. 
In the second experimental phase (Exp. 2) P(Sp|S) = 0.5 and P(Lp|L) =0.2, and vice versa for the third one. 
Furthermore, the analysis of the probe trials along the experimental phases allows to understand and quantify the 
mice perception of the changes in the exogenous assessment.  

The analysis of timing behaviors across different experiments and across 24 hours has shown significant 
circadian effects on some behavioral measures. Moreover, we present evidence that daily variations in 
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behavioral performance correlate with circadian-sleep processes. In particular, when the pressure of sleep is 
thought to increase, the behavioral performance decreases. 

Comprehensive phenotyping of thousands of mutant mouse strains (i.e., across mouse genetics consortia around 
the world) will provide an unprecedented volume of data in the future. Current bioinformatic tools, such as 
ontologies [12-15], are designed to provide a repository for multimodal data but are not well-suited for integrated 
analyses between genome and detailed and dynamic phenome information. In this project we will investigate, by 
means of our multi-dimensional experiments, novel computational strategies to investigate the link between 
genotypes and phenotypes by considering new factors, i.e., time-changing variables. 

Through the symposium we will discuss the advantages and the current challenges of realizing fully automated 
systems for behavioral screens in mice. 
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Introduction  

A number of different Home-Cage activity systems have been developed in order to assess the behaviour of 
mice. Automated home-cage activity systems enable the establishment of continuous and long-term monitoring 
of locomotor activity, feeding behaviour and circadian rhythmicity in rodents [1-4]. They allow a handling free 
assessment of drug and behavioural effects in a longitudinal design.  

Aim 

The main aim of this present study was to evaluate the performance of transgenic and pharmacologically treated 
mice in two variants of home-cage activity systems, allowing us to perform a comparison of the behavioural 
setups. 

Methods 

Two variants of home-cage activity observation systems were used in this study: 1) the PhenoMaster (TSE 
Systems, Bad Homburg, Germany) and 2) the PhenoTyper (Noldus IT, Wageningen, The Netherlands). In both 
tests, animals were singly housed and subjected to a 12 hour light/dark cycle (lights on @ 7am, temperature 23 ± 
2°C, relative humidity of 40 – 60 %) with free access to food and water. All experiments being performed in 
accordance with Home Office regulations. Mice were placed into the cages and given 2 days of habituation 
before assessment of circadian/ultradian activity over continuous day-night cycles.  

1. The PhenoTyper is a video-based observation system for long-term continuous assessment of 
behavioural activity in mice via a built-in digital infrared sensitive video camera and infrared light 
sources in a top unit of each cage. The body-centered recording of the animal (EthoVision 3.1) was 
sampled at 12.2 Hz. Data was stored online and calculated for parameters including: i) total locomotion 
during day and night cycles; ii) time spent in the food zone (area in front of the feeder) and iii) time 
spent in the water zone (area in front of the water bottle).  

2. The PhenoMaster system consists of a test cage (42 x 26.5 x15 cm) positioned in a metal frame 
containing regular infrared beams in both X and Z coordinates at a distance of 3 cm and at a rate of 
100Hz. These enable the continuous recording of exploratory activity over long time periods. Cage lids 
were fitted with two weight transducers supporting a feeder and a water bottle allowing an automated 
measurement of food and water intake. All data was stored online and parameters calculated included: i) 
daily food consumption; ii) daily water consumption and iii) total distance moved in day and night 
cycles. 

Two different studies were employed: i) Evaluation of the cannabinoid antagonist AM251 as a possible 
treatment for obesity and ii) Behavioural phenotyping of a mouse model of Rett Syndrome. 

i) C57BL6 mice (25-30g) were used in this study to assess the effect of the CB1 antagonist AM251 on 
body weight and feeding behaviour. Mice were matched for body weight prior to an intraperitoneal 
injection of either AM251 (10 mg/kg) or vehicle (Tween 80) 1-2 hours before the start of the dark phase 
of testing. In addition to the parameters measured by the activity cages the body weight of each mouse 
and weight of food hopper (food intake) and water bottle (water intake) were recorded.  
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ii) Female mice in which the endogenous Mecp2 gene was silenced by insertion of a targeted lox stop 
cassette (Mecp2Stop) were crossed with males hemizygous for the CreESR transgene [5]. For the 
purpose of this study only heterozygous Mecp2 Stop/+ females without the cre-ER transgene and wild-
type (WT) littermates were used and were aged 10 – 12 months at the start of testing. Mice were 
assessed in the PhenoMaster and  PhenoTyper for a period of 5 days in order to evaluate locomotor 
activity, circadian activity and food/water intake. 

Results 

i) Acute treatment with AM251 in both the PhenoMaster and  PhenoTyper induced a suppression of food intake 
and a reduction in body weight compared to vehicle treated mice. AM251 treated animals spent less time in the 
food zone of the  PhenoTyper and displayed a significant reduction in food consumption in the PhenoMaster. In 
addition to AM251 induced effects on feeding behaviour a reduction in locomotor activity was also evident in 
the activity cages although this was only apparent for the initial few hours of the dark phase.   

ii) Mecp2 Stop/+ mice displayed a significant reduction in overall locomotor activity compared to WT’s in both the 
PhenoMaster and  PhenoTyper. The differences in activity were particularly evident for the nocturnal dark 
phases of testing with little to no difference apparent during the light phases. In both home cage activity systems 
the Mecp2Stop/+ mice displayed normal circadian rhythm with both genotypes displaying elevated locomotor 
activity during the dark hours and were less active during the light phase. In addition to differences in 
locomotion a significant alteration in feeding behaviour was also observed with Mecp2 Stop/+ mice presenting 
with an increased body weight compared to WT’s, along with enhanced food consumption in the PhenoMaster 
and time spent in food zone in the  PhenoTyper.  

Conclusions 

These findings suggest that the home cage activity observation systems ‘ PhenoTyper’ and ‘PhenoMaster’ are 
sensitive and effective at determining drug induced changes in feeding behaviour and in the validation of the 
locomotor phenotype evident with a mouse model of Rett syndrome. Replication of behavioural observations in 
two different recording environments supports the quality of the equipment and the reliability of the phenotype.  
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Introduction 

In the past decades technological innovations in many scientific fields, such as molecular biology, biochemistry 
electrophysiology and histochemistry have facilitated enormously the degree of resolution of independent 
variables, in addition to accelerating the production of results and read-out parameters. Consequently, this has 
resulted in new scientific insights. Similarly, a lot of technological innovations have been introduced in studies 
on (animal) behaviour. The question emerges, however, whether behavioural science has benefited accordingly 
in terms of generating new parameters, results and insights. We will address this question by applying a SWOT-
analysis to discuss the strengths, weaknesses, opportunities and threats of technological innovations that have 
culminated in the development of automated (high-throughput) home cage systems.  

Strengths 

Several software packages that enable automating behavioural experiments are commercially available. Among 
the largest manufacturers are TSE, CleverSys, ANY-maze, Biobserve and Noldus IT. These manufacturers have 
in common that they are involved in the development of both software and hardware to automate behavioural 
experiments. Most of them provide their own high throughput home cage system, such as e.g. PhenoMaster 
(TSE), HomeCage Plus (Biobserve) and PhenoTyper (Noldus IT). Although these systems and/or software each 
have their own advantages and disadvantages, they have several strong points in common:    

 They facilitate the automation of almost all so-called standard behavioural tests, like Open Field, 
Elevated Plus Maze, Radial Maze, Morris Water Maze, etc. 

 The time needed to carry out an experiment is largely reduced. 

 They offer more accurate measurements compared to human observations, since a computer is not that 
easily distracted and/or fatigued. 

 They yield a higher reproducibility, because a computer will “observe” the same stream of events in an 
identical manner.  

When it comes to the home cage systems, another strong point of automating behavioural measurements is that 
the factor time can really be involved, since a computerized system is able to observe 24 hours a day, 7 days a 
week. Another advantage is that with automated home cage observations the handling and transport of animals 
from the home cage to the test apparatus becomes redundant, which results in a smaller influence of variation 
caused by human intervention.  

Weaknesses 

The focus on automating behavioural experiments is mainly on increasing efficacy and therefore saving time. 
Hardly any new parameters have been developed. Furthermore, little effort has been made to prolong the time an 
animal is observed. An automated elevated plus maze test is still run for only 10 minutes rather than measuring 
for a longer period. Other weaknesses we would like to point out are: 
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 Instead of observing the animals directly, the experimenter is transformed into a user of a computer 
application. He or she has to rely on numbers without exactly knowing how they were produced. 

 Increased dependence on computer hard- and software. If the computer and/or software malfunction, 
more and more users will not know how to carry out the experiment.  

 The data obtained with a computer can still be “noisy” data that needs to be filtered. Large mistakes, 
like a disturbance of the experimental setting, will probably be detected, but many smaller mistakes are 
most likely not. Even a computer can make mistakes by tracking/following something else than the 
animal. 

 Manufacturers of soft- and hardware tend to predetermine how a certain experiment should be carried 
out, whereas it could be the other way around. 

Opportunities 

By taking innovation a step further, it will be possible to test animals using a much more ethological approach. 
For example, by combining transponder technology with video-tracking it will be possible to test a single animal 
even when it is group-housed, while at the same time determine what other animals in the group are doing at that 
particular time point. Other opportunities are: 

 Enlarging the cage (instead of reducing it) to allow for an integrative measurement of behaviour, that 
can easily be acquired using dedicated computer software.  

 Making use of cleverly designed analytical tools, like the ones created by Golani and colleagues 
(Golani, Benjamini et al. 1993; Drai, Benjamini et al. 2000; Drai, Kafkafi et al. 2001). 

 Collecting vast amounts of data, that facilitates the development of new variables and endpoints. 

Threats 

The long history of classical methods has yielded an intuitive consensus, be it only superficial, that it is not 
necessary to describe the used ethograms in detail and that just a simple reference to a previous paper is 
sufficient. Everybody assumes that behaviours such as freezing, immobility etc. seen in an open field are similar 
to what one is accustomed to see. This is only based on a kind of historically developed intuition. But when 
automated methods are introduced, scientists demand validation due to the absence of this intuition as there is no 
a priory conception of computer-used algorithms for a specific behaviour. 

The caveat of a more comprehensive approach and a wider spectrum of behavioural elements over a longer 
period of time is that it yields a complex set of data, especially when technical devices are used which collect 
data at a high frequency rate. The numbers representing movements, velocity, contour of animals etc. do not 
have a direct familiar representation in terms of behaviours as one has been familiarized with through the use 
classical studies. Thus, the data set is at first sight without any meaning. This may be business as usually in other 
disciplines where math is more generally used and accepted. This is cumbersome however for behavioural 
scientists who rely on their own way of observing animal behaviour. 

Moreover, the analysis requires special tools for exploring the data. When the study is descriptive in nature, 
special data mining tools are required. When the study is hypothesis driven, the parameters a priori defined and 
those which appeared to have changed without an a priori prediction need to be tested. Since the number of 
parameters may be large, the appropriate analysis and interpretation can be challenging and difficult. 

The problem is that behaviour, when observed by humans, elicits associations in terms of meaning or 
differences. Without human observations, scepticism and doubt emerge about the meaning of abstract numbers. 
In that case, one is tempted to fall back on familiar and easier behavioural tasks. 
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So far, technological innovations have given us the opportunity to increase the efficiency by doing more 
experiments in the same time. However, they have not yielded an increase in the number of variables/endpoints 
when the data is analysed. If the scientific community can make a distinction between the validation of a 
paradigm and technological validation, data analysis could benefit from innovation as well. Here, we will present 
data to illustrate this.  
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Introduction 

Increasingly sophisticated and efficient methods of mutagenesis produce an exploding number of genetically 
modified mouse lines, many of which are inducible or pharmacologically controllable. Additional models are 
produced using viral vectors and RNA interference techniques. Because many of these mouse models address 
questions related to nervous system function and disease, there is a large demand for comprehensive behavioral 
phenotyping of genetically modified mouse lines. During the past 25 years our laboratory has been involved in 
the behavioral phenotyping of >11,000 mice and >130 different mutations. Traditional behavioral tests for mice 
are inefficient, labor intensive, and often difficult to interpret because they were originally developed and 
validated for rats. Traditional tests typically involve social isolation, sensory deprivation, exposure to unfamiliar 
apparatus, and repeated handling by humans. The resulting stress responses introduce artifacts and reduce test 
reliability. A new approach with the potential to eliminate most of these problems is to automate behavioral 
experiments and to run them in the home cage of the animals. Home cage behavior can be monitored 
continuously over extended periods of time, whereas observation times of traditional tests are typically short, 
often too short. Several systems permitting to test mouse behavior in the home cage have appeared on the market 
in recent years. The IntelliCage (IC), used by my lab since 5 years, is peculiar in the sense that it permits to 
phenotype mice in a social home cage setting. As shown in Figure 1, IC is a large home cage designed for 10-16 
mice with four computer-controlled learning corners that provide space for one mouse at a time and contain two 
drinking bottles each. Water access can be blocked by motorized doors that open in response to nosepokes. 
Because the mice carry RFID tags, all corner visits, nosepokes and licking events can be attributed to individual 
mice. Each corner can present light stimuli, deliver air puffs as punishment, and is fully programmable as an 
operant conditioning chamber. 

drinking
bottles

food
delivery controller

learning
corner

space for
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door
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Figure 1. The IntelliCage apparatus.  
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Spontaneous behavior 

While many specialized protocols have been developed for IntelliCage to test learning and memory, attention, 
impulsivity and emotional responses (see below), all mice begin testing with about one week of free adaptation, 
during which all water bottles are freely accessible at all times. Spontaneous corner visits, nosepoking patterns 
and licking activity are monitored 24/7 during this phase. Since the IC system was last presented at the 
Measuring Behavior conference in 2008, we have collected data on 50 behavioral parameters of >800 mice. 
These parameters include duration, content, spatial distribution and temporal patterning of visits, nosepokes, as 
wells as licking episodes. Subsequent factor analysis of these parameters extracted 12 orthogonal factors 
accounting for 81% of total variance. Comparison of factor scores of C57BL/6, DBA/2, BALB/c and 129S2 
mice revealed a unique profile for each strain. Analysis of mice with hippocampal, prefrontal and striatal lesions 
also yielded unique profiles for each condition. Monitoring of mutant mice with known deficits in hippocampus-
dependent tests produced profiles very similar to those of hippocampal lesions [1, 4]. On the other hand, this 
analysis revealed strikingly similar changes of diurnal activity distribution in the 5xFAD mouse which over-
expresses β-amyloid precursor protein (βAPP) and a βAPP hypomorphic mutant [6]. Thus, already the 
monitoring of spontaneous behavior during a week of free adaptation in IC permits high throughput prescreening 
of mutant mice. On the other hand, our data indicate that tight control of genetic background remains essential 
also if behavioral testing occurs in the home cage. In order to familiarize the mice with the operant properties of 
IC used in most learning tasks, free adaptation is followed by nosepoke adaptation, during which doors are 
closed but can be opened at any times once per corner visits by performing a nosepoke. This is followed by a 
drinking session adaptation protocol in which the mice learn to adapt their activity to a regime of scheduled 
drinking sessions. This form of learning seems highly and specifically sensitive to hippocampal lesions. 

Cognitive function 

In order to asses spatial learning and memory, we have developed a suite of tasks that are based on a drinking 
session protocol but make the additional restriction, that for each individual mouse only one of the four corners 
delivers water reward in response to nosepokes. The rule which the mice must learn in order to predict where 
water will be available next changes between tasks and becomes increasingly difficult. The simplest 
implementation is a corner preference task in which each mouse can obtain water in the same corner during a 
week. So far, this task was learned successfully by all tested mouse models, indicating that this is a simple 
control procedure (sort of an IC equivalent of the cue navigation protocol in the water-maze) useful to verify that 
the mice possess the sensory and motor abilities needed to perform the other tasks in this suite. Next, the mice 
proceed to a reversal learning phase in which the reward location is moved to the opposite corner, and finally to 
a serial reversal protocol, in which the location of reward changes between drinking sessions in a random 
fashion. A multi-lab study has demonstrated that these protocols deliver consistent results independently of lab 
environment [3]. Finally, the mice learn two protocols in which the location of reward changes between 
individual visits. In the chaining task, the animals must learn to visit corners in a clock- or anti-clock-wise 
sequence. The patrolling task, is similar but more difficult to learn because the reference that determines location 
of reward is not the most recently visited corner, but the one in which reward was last obtained. In both tasks, 
acquisition of the rule is followed by a reversal phase in which the direction is reversed. Patrolling reversal 
appears to be extremely difficult for mice to learn, even intact C57BL/6 learn extremely slowly. Mice take about 
2 months to proceed through all the tasks of this suite. In our validation studies, we have found that mice with 
bilateral complete hippocampal (but not prefrontal or dorso-lateral striatal) lesions are strongly impaired in 
reversal, serial reversal as well in as chaining, patrolling and other forms of sequence learning. Since the last 
presentation of IC at the Measuring Behavior conference in 2008, this suite of tasks has revealed strong 
impairments in mutant mouse models with deficient function or connectivity of the hippocampus, for example in 
mice with a null mutation of alphaPix/Arhgef6, a gene associated with X-linked intellectual disability [4], as 
well as in a mouse model of Alzheimer’s disease [1]. Massive deficits were also revealed in a βAPP 
hypomorphic mutant due to motor deficits cannot be tested in many of the conventional spatial learning tasks 
[6]. The suite of spatial tasks is complemented by a corner avoidance protocol in which the animals learn to 
avoid one of the four corners in which nosepokes are punished by air puffs during a training period of 24h hours. 
In order to test long-term memory, the animals can be reintroduced into IC for a probe trial after varying 
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retention intervals outside IC. If left for several days in the IC, the mice show extinction learning, that is 
gradually resume drinking in the no longer punished corner. Performance in this test is sensitive to hippocampal 
manipulations as well [1, 5]. Together with other tests, this paradigm has revealed that mice lacking Ras-GRF1 
are selectively impaired in fear conditioning but have intact spatial memory [2]. More recent developments 
whose validation is still in progress include an IC version of the conditioned taste aversion and social 
transmission of food preferences tests. 

Adaptive decision making and inhibitory response control are important aspects of cognition that are often 
neglected in mouse phenotyping because their testing in conventional operant setups is extremely time 
consuming and resource intensive. Therefore, we have recently developed a simple reaction time task for 
IntelliCage. At any time and in any corner a mouse can start a trial by entering the corner and making a first 
nosepoke. After a variable delay, stimulus lights will go on and the mouse is allowed to drink at the door where 
the first poke was made. Principal readouts are the number of premature responses as a measure of motor 
impulsivity and the latency of correct responses (reaction time). In a strain comparison this test recapitulated the 
results obtained in conventional operant reaction time tasks, such as the five-choice serial reaction time task. 
Mice with lesions of the medial habenula show increased impulsivity in this IC task as well as in the traditional 
5-choice serial reaction time task. In order to assess how well mice can control their response to reward, we have 
also developed a delay discounting task for IC. In all corners the mice are given a choice between a bottle with 
plain water and one with 0.5% saccharin solution. In a training phase, the mice are allowed to learn about the 
existence of this choice and to establish their (usually exclusive or almost exclusive) preference for the saccharin 
solution. In the following test phase, access to saccharin is increasingly delayed at a rate of 0.5s per day. As a 
consequence of this imposed delay, the mice will eventually abandon their preference for the saccharin solution. 
Reduced delay tolerance in this test can provide evidence for increased cognitive impulsivity, whereas excessive 
delay tolerance in conjunction with saccharin overconsumption and compulsive nosepoking at the saccharin door 
are indicators of a poorly controlled response to reward. The latter observation was made when we tested mice 
with lesions of the medial habenula in this test, as well as in a transgenic mouse line over-expressing 
erythropoietin selectively in the CNS. 

Thus, the fully automated IC system permits efficient prescreening of socially housed mutant mice by recording 
profiles of spontaneous individual behavior, as well as assessment of specific aspects of cognitive function using 
specialized operant tasks.  
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Introduction 

Translational research requires the establishment of comprehensive neurobehavioral screening systems, 
dedicated to fill the gap between post genomic generation of state-of-the-art animal models (i.e. transgenic 
rodents) on the one hand and their added value for really predictive experimental preclinical therapy on the other 
hand. Due to these developments in the field, neuroscientists are frequently challenged by the task of detecting 
discrete behavioral differences in rodents. Systematic, comprehensive phenotyping covers these needs and 
represents a central part of the process. Here we provide an overview on theoretical issues related to classical 
comprehensive neurobehavioral phenotyping and propose specific procedures as well as concepts for integrating 
automated, intra-home-cage technologies. The latter allows continuous screening of various behavioral and 
physiological dimensions on an ethological basis, which represents important added value to the 
comprehensiveness of the screening approach. 

Approach and Methods 

Comprehensive phenotyping of rodents is a process of defining characteristics during their ontogeny. During the 
past 20-30 years rather standardized approaches evolved using combinations of classical behavioral assays 
spanning all different behavioral domains. Specific guidelines for the appropriate conduction of such classical 
phenotyping work have been proposed. However, more recently, due to the consideration of certain short-
comings in classical approaches (non-ethological based, stress-confounded, non-repeatable under the same test-
construct), intra-home-cage automated phenotyping technology was developed, partly validated, and is now up 
to be integrated/associated with comprehensive classical phenotyping approaches. 

Here we will connect the present status of guide-lines for classical neurobehavioral phenotyping and focus on 
open questions and issues brought up by integrating automated phenotyping into large comprehensive screens. 
Among other reasons, most of those problems are derived from the novel quality of multidimensional parallel 
acquisition of behavioral outputs within the automated systems. These issues span areas such as data mining, 
analysis of multiple parallel measures in longitudinal intraindividual experimental designs, provide new chances 
for the identification and interpretation of novel complex multidimensional combined output variables and – last 
but not least – require feasibility and validation of cognitive testing within home-cage-environment on an 
ethological based non-touch testing scenario. 

To deal with these presumptions, transgenic Huntington’s disease (tgHD) rats were repeatedly screened within 
modular, intra-home-cage phenotyping systems measuring spontaneous activity, feeding, temperature, metabolic 
performance, cognition by operant procedures, social, and emotional parameters. This investigator-independent 
(ethological) approach was further validated and compared with classical behavioral assays (social interaction 
test, prepulse-inhibition, accelerod, two-way active avoidance) in the same animals. Apart from outlier detection, 
multivariate analysis was used to explore correlation patterns of variables in each genotype as well as for finding 
similarities and dissimilarities between genotypes and the key variables that discriminate between genotypes. 
Along with circadian changes in energy metabolism, automated phenotyping revealed higher specific motor 
activities in tgHD rats, with spontaneous free rearing correlating with individual performance in the accelerod 
test. Principle component analysis revealed a separation by genotype in juvenile tgHD rats that differed from 
adult animals, being further resolved by Partial Least Squares Discriminant Analysis detecting “temperature” 
(juvenile) and “rearing” (adult) as phenotypic key variables in the tgHD model. These studies illustrate that 
automated-intra-home-cage-phenotyping in combination with multivariate analysis is capable of characterizing a 
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complex phenotype by detecting novel physiobehavioral markers at similar sensitivity and presumably better 
standardization using fewer resources. 

Conclusion 

We propose a broadening of the guidelines for comprehensive phenotyping in order to cope with issues derived 
from automated phenotyping and provide proof-of-concept for operant learning paradigms with the home-cage 
using intra-home-cage automated technology. Multivariate statistics were successfully applied to identify 
components with the parallel multivariate data sets that correlate with classical behavioral responses.  
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Introduction 

In game or entertainment environments the ‘user’ may take part in events that require bodily interaction with 
sensor-equipped environments. Embedded motion-capture and gyroscopic devices capture movements. Thanks 
to Nintendo's remote WII, motion-controlled games are now widespread. Cameras, microphones, pressure 
sensors, and proximity sensors have been added. Thanks to Microsoft's Xbox Kinect whole body interaction 
games have become popular. Apart from entertainment, such sensor equipped and game oriented environments 
can be designed to improve health conditions, sports performance, or (therapeutic) physical rehabilitation. 

More sensors are becoming available, allowing a game to obtain more information about a player, in particular 
his or her bodily and emotional conditions. In addition, these sensors allow more input modalities for interaction 
with an environment [1]. There are many examples of advanced games where posture, gestures, body 
movements, facial expressions and brain activity are among the modalities that are used for control. Control can 
be direct, but it can also be mediated (for example through a balance board, a tangible or a wearable). 
Observations of the face and body can be used in different forms, depending on whether the user may take the 
initiative to control the interaction or whether the application takes the initiative to adapt itself to the user. 
Therefore we can distinguish: 

 Control: the user consciously produces facial expressions, head movements or body gestures to control 
a game. For example, to navigate, move game characters, or change appearances.    

 Adaptation: the gamer's spontaneous facial expressions and body poses are interpreted and used to 
adapt the game. For example, this information may lead to changes in the difficulty level, the 
appearance of the game environment, the interaction modalities, or the narrative. 

The game environment is not necessarily at home. It can be a training and simulation field or a less controlled 
setting such as an urban area, where bodily movements and activities are detected by mobile devices and 
webcam networks. 

Engagement 

One of the key issues in (video) games and in interactive entertainment and art is engagement. Research 
questions are: how can we design and predict engagement? How can we adapt a game to its users and audience 
to increase or decrease engagement? Again, when we talk about a ‘game’, we are talking about environments 
that provide entertaining interaction opportunities to a ‘user’. Automatically obtained engagement information 
allows adaptation of a game or game environment by the game controller. That may include physical and virtual 
appearance, availability and characteristics of interaction modalities, feedback by actuators, game narrative, and 
game strategy. It should be mentioned that above we used the term ‘engagement’ in an informal way. Numerous 
terms and definitions have been introduced to describe aspects or features of engagement, or the other way 
around, to define engagement as an aspect of user experience concepts such as presence, levels of immersion or 
flow [2]. 

The questions mentioned above need to be investigated. Knowledge about factors that affect engagement can be 
used in game design and game evaluation. Although there is theorizing around concepts such as flow, presence, 
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and immersion, there is a considerable gap with applied knowledge coming from design, performing arts, 
narrative and drama theory. Let alone the ‘gut feeling’ of a game designer who has played games for thousands 
of hours himself and has access to the experiences of hundreds of game testers that have spent hundreds of hours 
playing a particular game before it gets its final form and is made publicly and commercially available. 

Nevertheless, detecting different levels of engagement during game playing can make it possible to make 
decisions about increasing or decreasing a level of difficulty, to provide in-game explanations, to adapt the 
storyline, or to adapt the behavior of game characters. It should be noted that results on engagement modeling in 
sensor-equipped game, entertainment and interactive art environments do not necessarily translate to other 
applications where, for instance, task efficiency is an important issue. In the game and entertainment situations 
we address, immersion, presence, and flow need to be considered when investigating user experience, user 
satisfaction, and user enjoyment. As mentioned by Berthouze et al. [3], there are lots of theories that attempt to 
define and model aspects of engagement but, “most theories of engagement have focused purely on its mental 
aspects”. 

Special Session “Measuring Engagement” 

The aim of this special session at Measuring Behavior 2012 is to look at engagement and ways to measure 
engagement in situations where users are not glued to their chair and keyboard, that is, in sensor-equipped 
environments that are able to perceive nonverbal interaction behavior. And, moreover, we focus on activities that 
are not necessarily aimed at performing a particular task in the most efficient way. Rather the focus is on 
enjoyment during performance and satisfaction during and after finishing the interaction.  

Real-time information providing sensors allow us to detect cues from the behavior of one or more participants in 
the environment from which different levels of engagement during performance can be concluded. And, also, 
different kinds of feedback and adaptation of the game environment can be decided.  Social and affective 
behavioral cues [4], to be detected from nonverbal behavior, need to be recognized and interpreted in order to be 
used as input to our algorithms that provide us with information about engagement, immersion, and flow. All 
these issues will be covered by the six contributions for this special session at Measuring Behavior 2012. 
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Abstract 

Observing people using standard cameras provides a non-intrusive way to capture human motion for further 
study of human behavior in a scene. The system presented uses multiple cameras to detect subjects, track them 
over time and gives 3D insights in how a subject moves around. These cues are important for the interpretation 
of human behavior in response to its environment, to interaction with other people or with interactive systems. 

Introduction 

To capture people’s behavior in specific studies is complex. To illustrate, in the Restaurant of the Future 1, 
researchers want to study people’s behavior with respect to food selection and food consumption. Knowing how 
people choose their food, how other people influence this choice, and if they like what they eat are some of the 
research questions. The Restaurant of the Future is a field lab equipped with 23 pan-zoom-tilt cameras to ensure 
non-intrusive observations for food selection and consumer behavior studies. Most studies use The Observer® 
XT 2: an event logging software for the collection, analysis, and presentation of observational data. Because of 
the diversity in study setups, full automation is nearly impossible. Therefore, a software module is created based 
on computer vision algorithms called the Video Analysis and Recognition Toolbox (VidART) to help 
researchers to focus on the important parts. The tedious manual annotations from video streams are partly 
reduced by using vision-based algorithms to detect and track people from video streams. To illustrate this, 
imagine you want to know how often your product is chosen. By tracking the subjects’ position automatically 
and knowing your product’s position, the system can select only those frames for further analysis, where people 
actually approach your product.  

Video Analysis and Recognition Toolbox (VidART) 

Video analysis in the Restaurant of the Future is challenging due to complex lighting conditions (big windows, 
different illumination possibilities, large shadows, etc.), the unconstrained subject’s appearance (wide clothes, 
reflective jewelry, hair fashion, etc.) and the presence of static objects in the scene. VidART consists of four 
modules: (1) background subtraction and shadow detection; (2) contour tracking; (3) voxel reconstruction; and 
(4) people position tracking.  

Background subtraction techniques, like the Mixture of Gaussians 3, are used to detect people or objects in a 
camera view. The key idea is that any object present in the current frame, but absent in the background model, is 
identified as foreground. This background model is computed from one or more previous frames captured by the 
same camera. A subject’s silhouette provides essential information about its shape, and other features are easily 
derived from it like its appearance. It forms the basis for further analysis like tracking and pose estimation. 
Although background subtraction gives these silhouettes, it requires static cameras and it is sensitive to 
illumination changes and shadows. Shadows can be detected by assuming that shadows do not alter the texture 
of the object or the color chromaticity. However, shadows will also be present inside the silhouettes, since the 
light source’s position is in general not the same as that of the camera. Removing such shadows will cause 
undesirable holes in the silhouette, leading to severe problems in the voxel reconstruction. 

An alternative to image segmentation using background subtraction can be found in segmentation based on 
evolving a so-called level set function. Two appearance models are used: one for the background appearance and 
one for the foreground appearance. These models, each consisting of a histogram computed from an initial 
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segmentation, are used to drive the segmentation towards the boundary of the desired object. It has the same goal 
as background subtraction, but it removes the disadvantages. Unfortunately, it is very slow in general. Since we 
are using video streams, the segmentation result from the previous frame can be used to speed up the process. 
Our level set tracker based on 4 goes even one step further. It distinguishes rigid body motion from 
deformations. The rigid body tracking assumes that the shape does not change and locates the position of this 
rigid body in the next frame. This is represented by a warp of a bounding box, keeping the segmentation inside 
fixed. The deformation phase finds an optimal segmentation in the bounding box by using the level set 
segmentation. Although computationally expensive, it is reduced to a small region-of-interest, making the 
overall method fast. Because of the distinction between rigid body movement and shape deformations some 
additional correction might be necessary, since deformations can also include rigid body movements. Therefore, 
an additional drift correction is computed to keep the segmentation in the center of the bounding box. Figure 1 
shows the steps of the level set based tracker applied to track a person’s head. 

Once the silhouettes are obtained for each camera view, we can project the 2D foreground silhouettes to the 3D 
world. The technique used is voxel reconstruction 5, which keeps a registration of which pixel in each camera 
view belongs to which voxel (the 3D variant of a pixel) in the 3D world. These pixel-to-voxel correspondences 
can only be obtained if the cameras are calibrated. In other words, we have to know how a 3D point is captured 
by the camera and projected to the 2D image. A common way to have the cameras calibrated is to use a 
calibration object, like a checkerboard, of which the size and dimensions are known 6. Voxel reconstruction 
labels a voxel as “visible”, if all corresponding pixels in the camera views are indicating a foreground object. As 
a result, a 3D reconstruction of the person’s or object’s silhouette is available. In Figure 2 an example is given. 

To track a person, the silhouettes from either background subtraction or level set based tracking are used to 
estimate the position of each person in the scene. Initially, a histogram is created for each person to capture 
his/her appearance. In 7 the concept of vertical reference lines is explained, which are the 2D correspondences of 
selected 3D lines perpendicular to the ground floor projected on the image planes. For each vertical reference 
line, the pixel count is registered for each person. For each of the pixels on this vertical reference line that are 
classified as being foreground pixels, the probability is computed that this pixel belongs to person k. The pixel 
counts for the person with the highest probability. The vertical reference line with the highest pixel count for 
person k is taken as his/her position in the 2D view. Once these lines are found in all cameras views, they are 
projected back to 3D. To handle occlusions, like when a person is in front of another person in a certain view, 
the concept of Best Visibility View is used 7. This concept uses the principle that the back-projection of the lines 
only is done using those cameras that see the person best. Figure 3 shows an example where each person is best 
visible in two cameras. This makes the tracking of people more robust. 

 

 

Figure 1. Principle of level set based contour tracking: the bounding box (green) including the initial segmentation (yellow) 
are given in time step t. In the next time step t+1, the rigid body tracking, the re-segmentation and the drift correction step are 
given. 
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Figure 2. Example of how foreground detection of multiple cameras are combined to obtain a voxel reconstruction of the 
foreground objects. 

  

Figure 3. Principle of people tracking with vertical reference lines (left) and a top view of the ground floor position using the 
best visibility view (right). 

 

Validation 

The software modules have to be tested on accuracy and speed. Since the Restaurant of the Future is a 
challenging environment, we created the Utrecht Multi-Person Motion (UMPM) benchmark 8 to provide a 
benchmark for articulated human motion capturing for multi-person motion and interaction in a more controlled 
environment. UMPM exists of scenarios including human-human and human-object interaction, where each 
scenario is recorded with up to 4 subjects in the scene. For each scenario, UMPM includes synchronized video 
sequences for the four cameras used with 644 x 484 resolution at 50 fps. The scenarios include subjects that (1) 
walk, jog and run in an arbitrary way among each other, (2) walk along a circle or triangle of a predetermined 
size, (3) walk around while one of them sits or hangs on a chair, (4) sit, lie, hang or stand on a table or walk 
around it, and (5) grab objects from a table. These scenarios include individual actions, but the number of 
subjects moving around in the restricted area cause inter-person occlusions. We also include two scenarios with 
interaction between the subjects: (6) a conversation with natural gestures and (7) the subjects throw or pass a ball 
to each other while walking around. Since the UMPM benchmark is created to capture human motion, 3D 
ground truth information is provided, knowing marker positions captured by a motion capture system. The 
UMPM benchmark including the videos, background images, calibration data and ground truth 3D information, 
is available for research purposes on www.projects.science.uu.nl/umpm/. In the figures shown in this paper the 
UMPM benchmark is used to illustrate the principles of the toolbox. 
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Conclusions and future work  

The VidART software ensures people tracking in 3D from video streams, which will be an important tool for 
automatic detection of people’s behavior. Although it is currently tested on the UMPM benchmark, which is a 
controlled indoor environment, the toolbox will be extended to be applicable in more advanced sceneries like the 
Restaurant of the Future in the near future.  
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Introduction 

Ambient spaces are characterized by sensors, which allow detailed observation of visitors and inhabitants, and 
by displays and actuators that allow the system to react to the observed behavior. Starting from a general ambient 
space, we are working towards an interactive environment that invites and seduces people to interaction with 
each other and with the environment. We aim at “play” rather than at “game”; the visitor has no obligation to 
interact with the system, nor is there any specific goal to reach or task to complete.  

Background and motivation 

The development of our interactive playground (see Figure 1) is inspired by children’s play, combining the rich 
interaction possibilities of computer games with the physical and open-ended aspects of traditional playground 
play [1,2]. The “open-ended play” afforded by such a playground may benefit children in many aspects of their 
development  [3, 4].  

Offering specific toys, play objects, or mechanisms on a playground does not necessarily mean they will be used 
as intended. Children appropriate the things that are present in playgrounds, such as swings and seesaws, and re-
purpose them for their own play and games. The boundaries between play and game are blurred, the two types of 
activity merge seamlessly. While they play a game, playful activity occurs within, besides and around the 
specific rules and goals. “Dramatic performance in play” (bodily acts, a special jump or shout, etc.) occurs, and 
“in fact it often becomes the most important activity of the play in itself, and it becomes the one admired and 
imitated by others.” [5]. In the pilot tests with the first prototype of our interactive playground, for example, one 
pair of children decided to designate the playground to be an environment for expressive dancing. On the other 
hand, during open play, ad hoc rules are continually being defined, adapted and discarded, and spontaneous 
“gamelets” emerge continually. Many such temporary rule introductions were observed during the pilot tests. 
For example, one of the children shouted at some point: “We must all run away from the yellow shapes that are 

Figure 1. Children playing with the HMI Interactive Playground 
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following you!” (interestingly, in the thematic concept underlying this playground, the shapes that are following 
you were actually envisioned to be “your shapes”, and not hostile at all). At another point, a child said: “come on 
everybody, we must all get off the play area for a moment, come on…”. This little “rule” was introduced with an 
ulterior motive: this child was the first person to run onto the field again and claim one of the colored shapes that 
was previously “caught” by one of the others. 

Measuring and influencing social and affective behavior in the interactive playground 

Intelligent interactive playgrounds offer possibilities beyond those of a seesaw or a swing, which just sit there, 
waiting to be used in play. An intelligent playground is more like another person, responding to what you do, but 
also proactively contributing things to the play that occurs. By well-placed interventions in the interactive play, 
an intelligent playground can influence many social and physical properties of the play that emerges [6]. To this 
end, the playground needs to observe and interpret the social and affective behavior of the players, and determine 
appropriate (re)actions to change the interaction between visitors [7].  

For example, the amount of nonverbal coordination (“motion synchrony”) between visitors may be measured to 
yield insight into their social relation [8], but might also be manipulated through coordinated interaction between 
the system and the individual visitors, in order to change their relation [9]. The playground may contain sensors 
for the detection of engagement and group forming, and when a person is observed to be uninvolved in the play, 
the interactive elements of the playground may explicitly link this person to the others in an attempt to draw 
them into the play. The system may respond to motion and sound in such a way that the children are encouraged 
to jump around wildly and scream at the top of their voices, or, conversely, to be very quiet and careful. Through 
designing such interactive interventions, we aim at increasing the engagement of people with the system and 
with each other. 

Pilot evaluation of the first prototype 

The first prototype of the playground was evaluated in a series of user tests with 19 children, in groups of 2-4, 
playing for approximately 30 minutes inside the playground. The first 10 minutes they were allowed to play 
without any instruction at all. After that, they were asked to tell about the interaction patterns that they had 
discovered in the system, and they received a 5 minute explanation of some of the patterns that they had not yet 
discovered. The goal of these tests was twofold. Firstly, we wanted to know whether the children would display 
the mix of play and game typical of children’s activity on a playground, and whether we would observe them 
“telling stories” about the possible interaction patterns and changing these stories throughout the session. As can 
partially be seen from the examples above, this was the case. Secondly, we attempted to introduce a set of 
interaction patterns in the system that specifically targeted the social dimension of cooperation and 
collaboration, hoping to increase the presence of either of these aspects in the play of the children. However, the 
amount data that we collected was too small to draw clear conclusions about that. 

Future work 

We are currently involved in developing an annotation scheme and an inventory of relevant dimensions of play 
behavior, concerning both physical and social dimensions. This annotation scheme is based upon recordings 
made of the evaluations of the first prototype playground and upon observations of children’s play at a number 
of primary school playgrounds. This should lead to the development of algorithms for automatic detection of 
relevant social and affective behavior, and the development of a series of new interactive playground prototypes. 
Future experiments will focus more on the elicitation and influencing of various types of social and physical 
behavior in the children’s play. 
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Abstract 

Studies aimed at measuring users’ engagement with interactive products mostly rely on collecting self-report 
data. However, there is an increasing body of research into systems able to assess the affective state of a user 
from objective data such as body movements. To train such systems we need corpora of motion capture data 
showing people in emotionally charged situations. Here, we report on our ongoing research into building corpora 
of movement data. In particular, we focus on two crucial areas in the building process. Firstly, challenges related 
to recording corpora "in-the-wild", i.e. in ecologically valid situations. Secondly, challenges related to obtaining 
ground truth labels, i.e. ensuring that individual sequences of movements are labeled correctly with affective 
states that can be seen in them. 

Introduction 

Studies aimed at measuring users’ engagement with interactive products mostly rely on collecting self-report 
data 1. However, people can only report on what they are aware of. Self-report also requires that people can give 
an accurate description of what they think about a product. Children, for example, often have difficulties in 
reflecting and communicating their thoughts, beliefs, and wishes. Another potential bias in self-report data is that 
people not necessarily give us truthful answers. They may leave out items they feel embarrassed about or tell lies 
instead. Often these lies are innocent when people simply tell us what they believe we want to hear instead of 
their actual opinion. 

An alternative to subjective self-report methods are those based on objective measurements. In recent years, the 
field of affective computing has come up with a number of approaches that provide more objective data. 
Typically, these approaches detect one or several modes of affective feedback. Intentionally or not, we 
continuously express affect. This can happen verbally, through the tone of our voice and our choice of words, as 
well as non-verbally, through our facial expressions, posture, gestures, amongst others. Physiological data like 
heart rate or skin conductance have also been used to infer the affective state of the user. When we talk to other 
people we intuitively pick up on cues to their affective states. As social beings this comes natural to us. 
However, having computers automatically recognize a person's affective state is still one of the big challenges in 
affective computing. 

Our research aims at assessing engagement from bodily expressions of affect, in a way enabling a system to read 
the body language of users. This could be beneficial in a number of settings. It could provide researchers and 
practitioners evaluating interactive products with an initial assessment of how a user felt during interaction, 
which they can use as a starting point for conducting post-interaction interviews. It could also be an important 
step towards intelligent systems, which can adapt to their users 1. For instance, if a video game is able to detect 
the user is frustrated, it can adapt the gameplay and ensures to keep the user in the flow zone 3. Same holds for 
tutoring systems that ensure the learner is in a positive affective state.  

The system we are working on is based on the Microsoft Kinect sensor. The Kinect sensor is a camera-based 
movement sensor, emitting an infrared grid and aggregating the reflected light into a skeletal representation of 
the body. Using the Kinect SDK we developed our own motion capture system which records the body 
movements of up to two players, represented in the form of skeletons. It is fairly robust in terms of ability to 
function in changing (indoor) environments and totally non-intrusive for the user.  

To build systems able to assess affective states from body movements we must know which features within a 
movement carry cues to a person’s affective state. To identify these features we need a corpus of movement data, 
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i.e. must record movement data and label it with the according affective state. Existing corpora of affective 
behavior usually consist of acted data, which means they often show exaggerated movements done by people 
who were instructed to depict a particular affective state in a lab environment. However, for affective computing 
to advance it is important to move from acted data to data obtained from people actually feeling the expressed 
affective states in ecologically valid environments 4.  

Apart from recording “in the wild”, we also must ensure that the data is labeled as accurate as possible.  

Observing movement and affective behavior 

We conducted initial observations of children playing active video games in a primary school in southern 
Switzerland. Observing children in a school is a perfect scenario for us, as the school is a very natural 
environment for its students. After establishing a contact, we conducted observations in the setting of the 
school's after-school program as well as physical education classes.  

The after-school program is a playful setting, where children can spend their time doing homework or play 
games under supervision until their parents come to pick them up. The physical education class is a formal 
setting and comes with the great advantage that a central learning objective of this class is for children to learn 
how to deal with positive and negative emotions, which makes it an ideal scenario for our study.  

In both settings we introduced a Nintendo Wii console and observed how children play the Wii Sports games, a 
set of games simulating tennis, bowling, baseball, and boxing. We also videotaped some of the observation 
sessions of the physical education classes and reviewed the videos with the teacher. This revealed that we can 
observe three classes of movements: task-related movements, affective expressions, and social behavior.  

Task-related movements are all movements that have to do with playing the game. In the context of the Nintendo 
Wii this means mostly swings of the arms and flicks from the wrists. Obviously, these movements do also carry 
affective information. We can observe from the way a child executes, for example, the throw of a bowling ball 
whether he/she is joyous because the last throw was a strike, or whether he/she was just embarrassed by 
classmates prior to the throw.  

Affective expressions are movements that have no utilitarian function and that only serve the communication of 
affective states. An example for this is a child throwing his/her hands in the air after scoring a strike in bowling. 
Another example is a child walking spiritlessly away from the console with hanging shoulders after loosing a 
game. There is obviously a social component present in that the expression of affect has a social function, such 
as eliciting sympathy when feeling sad. In fact, most affective expressions happen in a social context. When 
there is no recipient present, we feel less need to communicate our affective states. Our third class of movements 
is social behavior. Here, movements have no utilitarian function and are also not primarily communications of 
affect. We see for instance one girl hugging another girl in a gesture of empathy or a boy putting an arm around 
another boy to express their friendship.  

Recording movement data “in-the-wild” 

An important requirement for this is ensuring that the data is obtained from a naturalistic setting. This means that 
the data comes from people expressing real, i.e., actually felt, affect rather than simply portraying affective 
states. It also means that we capture the data in an environment that is familiar to people from whom we obtain 
it. Ideally, it also means they are doing things they are familiar with. In essence, we try to reduce a potential 
novelty effect and a feeling of insecurity due to alien circumstances as much as possible. 

We are currently piloting a study aimed at capturing movement data for which we return to the aforementioned 
school. Apart from the school being a familiar environment, this setting comes with the advantage that the 
children there are already used to our presence. Similar to our previous observations, we want the children to 
engage in playing active video games as the Nintendo Wii. From our observations we already know that the Wii 
games are known to most of the children. So also the use case is familiar for them. 
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Children will be playing in couples with Wii Sports games of their choice, playing in a competitive fashion and 
asked a few questions at the end of a session. Here we want to know how they feel during playing so that we can 
match their subjective experience against direct observations and the teacher’s analysis of the whole experience. 
In addition to recording movements with the Kinect based recognition system we will video tape the session for 
later analysis.  

Having the teacher on board and enthusiastic to take part in the study is invaluable for us. Not only his 
professional knowledge on student behavior, but also the fact he has known most of the students since they 
enrolled in the school has already provided us with many insights during our initial observational study. One of 
the main learning goals of the physical education syllabus is for students to learn to identify and control their 
emotions. So our study does not interfere with the class’ activities, it may actually provide the teacher with new 
insights and aid achieving the learning goals.  

Labeling data 

In order to be able to use the motion capture data for training and testing an affect recognition system, we need 
to label individual sequences with what affective state can be seen in them. In affective computing, this process 
is known as ground truth labeling.  

As the labels are the benchmark that a system is tested against, it is an important step for the creation of affect 
recognition systems. Usually, labels are obtained from letting observers rate the sequences and for instance by 
majority vote assign a label to each sequence. Our own labeling procedure will involve two researchers assigning 
labels and discussing those with the expert (teacher) in order to validate these. We will develop an appropriate 
coding protocol to be followed by all human judges involved.   

However, we argue that this common practice of ground truth labeling can introduce biases. Often judges are 
recruited from colleagues of the researchers. This can introduce a population bias into the ratings and makes a 
generalization to how people in general rate expressions of affect difficult.  

Because of this we want to explore how emerging methods such as crowdsourcing can help in improving ground 
truth labeling. Crowdsourcing here means letting a large population of observers rate the sequences online. This 
way we can include a bigger population from a wider background into the rating process. However, this also 
means letting go of a controlled environment where we have no control over the circumstances in which the 
observers rate the sequences. Still, we believe that exploring different rating schemes is an undertaking 
worthwhile. Ideally we can find more robust rating schemes. For the very least, we hope this can inform 
researchers in developing future corpora. 

Conclusion 

We described our ongoing research into building an automatic affect recognition system based on body 
movements. In particular, we discussed the necessity of corpora of annotated movement data that shows 
affective behavior of humans in naturalistic settings for training such systems as well as requirements towards 
building them. Once we have recording and labeled the data, we plan to make it available to other researchers. 
Existing corpora of affective behavior usually consist of acted data, which means they often show exaggerated 
movements done by people who were instructed to depict a particular affective state in a lab environment. 
However, for affective computing to advance it is important to move from acted data to data obtained from 
people actually feeling the expressed affective states in ecologically valid environments. We believe our corpus 
can help other researchers to test their systems with more valid data than what is available today. 
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Introduction 

Measuring fun and enjoyment with children is not trivial. Subjective measures are known to suffer from an 
experimenter effect and often lack detail in their answering. The experimenter effect refers to answering in 
accordance with the expectations of the experimenter rather than reflecting the opinion of the subject. The lack 
of detail in answering is due to the oft-found finding (which we will illustrate in this paper as well) that children 
tend to select the extremes of a scale: either very high or very low, leaving out more fine-grained possibilities. 
Markopoulos et al. (2008) [1] treat related issues ‘satisficing’ and ‘suggestibility’ as important issues to deal with 
when using survey methods with children. Suggestibility refers to the influence of the experimenter that is 
generally expected to be more important for children than for adults because of age differences. A respondent 
that is satisficing gives more or less a superficial answer that appears reasonable without carefully considering 
the question and the answer options. With children satisficing can easily occur when they find the questions 
difficult to understand. 

With increasing age, children develop increasing skills and ability which explain their different answering 
tendencies as compared to adults. Piaget noted in his pioneering work the development of thinking skills around 
the age of 11, where children learned to use abstract concepts and reflect upon them. This includes self-
regulation, a skill consisting of self-motivation, attention control, self-monitoring, and self-evaluation [2]. For a 
subjective measure of fun and enjoyment these skills are pivotal: the ability to monitor oneself and identify these 
abstract concepts is requisite. 

Several attempts have been made to counter the described effects. For example, objective measurements allow 
(indirect) indicators of fun such as total time spent, total interactions performed, or video recordings. Regarding 
fun and enjoyment, subjective measures are common and easily applied. Hanna et al. [3] compared the 
usefulness of several rating methods. Special subjective instruments have been developed for children, such as 
the Smileyometer or the Visual Analogue Scale (VAS). The Smileyometer (See Error! Reference source not 
found.) uses images of smileys to make the items on the scale more recognizable for the participant. It was 
designed with the help of children, leading for it to have a non-neutral face at the centre of the scale [4]. In this 
way, the scale was expected to be more recognisable to children, leading to more fine-grained answers; i.e., less 
extreme answers. A VAS uses a question format with pictorial representations that children use to identify their 
feelings or opinions. According to Read et al. [5], VAS scales can be very useful for younger children but when 
used to elicit opinions about software or hardware products younger children almost always indicated the highest 
score on the scale. Hence, in this paper we will focus on a popular subjective method for measuring fun with 
children, the Smileyometer. 

The Smileyometer will be reviewed based on two studies we performed in Museon, a science museum in The 
Hague, The Netherlands. The museum is an educational museum for a broad audience and the main themes are 
the human and his role in the society, nature, culture and science and technique. Its goals are education, study 

Figure 1. The Smileyometer. 
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and enjoyment. With over 150.000 visitors each year, of which the majority are children, it is a popular and 
modern location for fun and learning. As a test location, the museum assures a natural environment, intensifying 
the need for measurement devices which are reliable and valid in less constraint, non-laboratory settings as well. 

Two studies will be reported, both evaluating the enjoyment of children during a quest through the museum. This 
quest started at a multi-touch table with the selection of topics of interest from the permanent exhibition of 
Museon.  

This selection was used to generate the electronic quest that children answered in the exhibition area. Finally, the 
quest ended at the multi-touch table with an end game. For both studies an informed consent was given by the 
parents. The difference between the studies lies in the interfaces used at the multi-touch table, being a direct 
change of the beginning and the end of the quest and an indirect change on the middle part: the quest changes 
according to the interactions of the first part. Study One used a prototype whereas Study Two used an evolved 
version of the system. The focus here, however, will not be on the interfaces but on the Smileyometer, in 
particular for its experimenter effect and coarse answering. 

Study One: Prototype 

We used the Smileyometer at the end of the quest through the museum to measure reported enjoyment of the 
three main parts of the quest: the beginning (initial selection of topics), middle (quest through the permanent 
exhibition), and end (final game at the multi-touch table). Error! Reference source not found. shows the 
Smileyometer. For each of the three parts of the quest the children used the Smileyometer to answer the question 
“How much fun was it to do that part?” 

Table 1 shows the means and standard deviations (SD) of the first study in which 36 children took part. The 
answers on the Smileyometer are re-coded to 1 (for awful) until 5 (for brilliant). The results indicate the 
Smileyometer does not alleviate the mentioned problems: the answers were still almost always very high. Partly 
this can be explained by the experience actually being fun. Looking at the difference between age groups gives 
further insights in the causes. Table 1 also shows the descriptive statistics for the younger children (7 to 9) and 
the older children (10 to 15) separately. Two-tailed t-tests confirmed that for the begin and the middle part, the 
scores measured with the Smileyometer were significantly higher for children between 7 and 9 compared to 
children between 10 and 15 (begin part: t(34)=2.345, p= 0.025, middle part: t(34)=.0367, p=0.004). However, 
the final part showed no significant difference. We found significant correlations between the scores on the 
Smileyometer and age groups for the begin part (Spearman’s rho = 0.371, p=0.026) and for the middle part 
(Spearman’s rho = 0.425, p=0.010). Younger children scored higher. The scores of the final part were not 
correlated with age. In the begin and middle part the highest score was selected more often by younger children 
than older children (begin part 58.3% vs. 16.7%, middle part 83.3% vs. 45.8%), no difference was found for the 
final part (both groups 41.7%). The data indicate younger children have a higher tendency to select the highest 
ratings, but do select none-extreme scores as well. 

 

Table 1. Enjoyment in a museum quest as measured by the Smileyometer - Descriptive statistics of study 1. 

  All   Age 7-9  Age 10-15 

 N Mean SD  N Mean SD  N Mean SD 

Begin 36 4.11 0.75  12 4.50 0.67  24 3.92 0.72 

Middle 36 4.42 0.77  12 4.83 0.39  24 4.21 0.83 

End 36 4.11 0.98  12 3.92 1.24  24 4.21 0.83 
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Table 2. Enjoyment in a museum quest as measured by the Smileyometer - Descriptive statistics of study 2. 

  All    Grade 7    Grade 8  

 N Mean SD  N Mean SD  N Mean SD 

Begin 26 3.77 0.77  16 4.00 0.82  10 3.40 0.52 

Middle 48 3.27 1.13  27 3.78 1.05  21 2.62 0.87 

End 48 3.73 0.98  27 3.74 0.90  21 3.71 1.10 

 

Study Two: Matured Version 

A study similar to Study One was performed at the museum, using a later version of the multi-touch table 
interfaces at the beginning and at the end of the quest, including improvements based on the evaluation of Study 
One. This study employed a between-subjects design comparing a personalized quest created by the improved 
interface versus a normal, fixed, quest without any personalization nor multi-touch interaction at the beginning. 

Table 2 shows the descriptive statistics for the Smileyometer of the second study with 48 children. Notice that 
the number of children that played the initial selection game is roughly half of the total number of participants 
because of the experimental setup of this study. These results are not extremely high any more. This can partly 
be explained by the ages of the children. All children were 10-12 years old and were part of two classes (grade 7 
and grade 8 in the Dutch school system) of a primary school in The Hague.  

We studied age differences again by comparing the results between the class from grade 7 (10-11 years old) and 
the class from grade 8 (11-12 years old). Table 2 also shows the descriptive statistics per grade level. Even 
though the difference in age is only one year, again for the begin and the middle part, the scores measured with 
the Smileyometer were significantly higher for children from grade 7 than for children from grade 8. (results 
two-tailed t-tests begin part: t(24)=2.071, p= 0.049; middle part: t(46)=4.090, p<0.001). Again, no significant 
difference was found for the final part. We found a strong correlation between the score on the Smileyometer 
and grade level for the middle part (Spearman’s rho = -0.512, p<0.0005) and a marginally significant correlation 
for the begin part (Spearman’s rho = -0.375, p=0.059). The scores of the final part were not correlated with grade 
level. Selection of the highest score in the begin and middle part was also very different between children from 
grade 7 and 8. For the begin part the highest score was chosen by 5 children, all from grade 7 (31.2% vs.0%) In 
the middle part 8 children, all from grade 7, chose the highest score (29.6% vs. 0%). Again no difference 
between grade 7 and 8 was found for the final part (22.2% vs. 28.6%). Remarkable here is that the majority of 
the children who chose the highest score (9 out of 12) were from the group who did not play the initial game and 
hence played with the multi-touch table for the first time during the end game. The data indicate that even this 
age difference of one year shows differences in the tendency to select the highest ratings, but at the age of 10-11 
years many children do select none-extreme scores as well. There even seems to be a turning point at the age of 
11-12 years (just before Dutch children go to secondary school). These children were much more critical in their 
reported enjoyment. 

Conclusion  

We reviewed the Smileyometer as used in two field studies, allowing us to compare two different age groups 
twice: in Study One ages 7-9 against 10-15 and in Study Two ages 10-11 versus 11-12. The results indicate that 
the Smileyometer, as customized subjective measurement, did not solve the mentioned problems: the reported 
fun remained high. Both studies indicated age was a factor in the reported fun, such that younger children give 
higher ratings. The reasons for this effect cannot be proven from the studies, but do point to the problems 
mentioned in the Introduction: a tendency towards extreme answers and an experimenter effect.  

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
88 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



An alternative explanation for the relation between age and reported fun is that younger children simply had 
more fun. There is no evidence from observation and discussions between the experimenters and the participants 
to further corroborate this theory, making this an unlikely yet not impossible counter-explanation. 

Although the Smileyometer was not able to solve the problems inherent to subjective questionnaires for children, 
it did partly alleviate the problems. A possible method to further alleviate the problems is by extending the 
measurement scale from five to, for example, seven items as is often used with semantic differentials. At least 
for adults, subjective scales tend to become more precise when consisting of more items. For example, this holds 
even for up to ten items [6]. 

Summarizing, using pictures was shown to give a reliable scale, and in particular for older children, give fine-
grained results. For younger children, however, some problems still remained. Consequently, when using the 
Smileyometer or similar subjective scales, age should be included in the analyses as a covariant. 
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Abstract  

In this article the complexity of the construct engagement and three theories on this topic are discussed. 
Csikszentmihalyi's theory of flow is taken as starting point for the measurement of engagement. The 
measurement of each of its eight aspects is discussed, including its pros and cons. Regrettably, no overarching 
computational model is available. This article ends with a concise discussion. 

Introduction 

In Human-Computer Interaction (HCI) and related (multidisciplinary) fields, engagement is often approached as 
what one could baptize “a closed gray box”, surrounding an application. The box is mostly closed because the 
application is often studied in isolation; that is, solely the application and its characteristics are taken into 
account not all processes surrounding it (e.g., its development and marketing). The box is gray because concepts 
such as engagement, involvement, and flow are considered as fuzzy concepts, hard to pinpoint. With this article, 
I aim to satisfy two aims: i) open up the closed box and ii) bring the box from gray to white. 

In this article, I will focus on making engagement tangible. In the next section, the concept engagement will be 
discussed, including three theoretical frameworks. Subsequently, I will discuss how engagement can be 
measured, using one of the three theoretical frameworks. However, since this is a complex endeavour, I will also 
present a coarse but pragmatic approach on measuring engagement. I will end this article with a brief discussion. 

The concept engagement 

Until recently, there was no consensus present on the concept engagement throughout scientific literature. This is 
why I baptized the box to be gray instead of white. However, in 2008 this already changed with O’Brien and 
Toms’ work with which they answered the question: What is User Engagement? Additionally, they provided a 
conceptual framework and a definition for user engagement, with a bias towards its relation with technology. In 
this article, I adopt their definition of engagement, which is: “a quality of user experience characterized by 
attributes of challenge, positive affect, endurability, aesthetic and sensory appeal, attention, feedback, 
variety/novelty, interactivity, and perceived user control.” [1] On the one hand, this definition captures most 
crucial aspects of today’s dominant theoretical framework in a concise manner. On the other hand, this definition 
requires substantial explanation to enable (true) understanding. However, the concept engagement can also be 
linked to various (other) theoretical frameworks. Due to reasons of brevity, we will refrain from providing an 
exhaustive review and mention three. 

In 1985, Deci and Ryan introduced their Self-Determination Theory (SDT) [2]. Their theory consists of five mini 
theories, namely: i) cognitive evaluation theory (i.e., on intrinsic motivation); ii) organismic integration theory 
(i.e., on various forms of extrinsic motivation); iii) causality orientations theory (i.e., on orientation toward 
environments and regulation of behavior); iv) basic psychological needs theory (i.e., psychological needs and 
their relations to psychological health and well-being); and v) goal contents theory (i.e., emerging from the 
distinctions between intrinsic and extrinsic goals and their impact on motivation and wellness). Together these 
theories aim to assess people’s motivation and/or personality functioning. Although SDT has a high construct 
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and ecological validity, it is fragile with respect to content validity. That is, what signals (e.g., biosignals, 
questionnaires, and system usage) represent what aspects of what mini-theory? Therefore, I will not adopt the 
SDT as theoretical framework. 

In 1989, Davis [3] introduced his Technology Acceptance Model (TAM), which he derived from the theory of 
reasoned action and related to (information) technology. TAM poses that people’s intention to become engaged 
with a system is determined by its perceived usefulness and perceived ease of use. Hereby, TAM assumes that 
people are free to act after (s)he has formed an intention to it. However, in practice people’s acts are limited by 
various sources, amongst which limited ability, time, environmental or organizational limits, and unconscious 
habits. The latter issue limits the ecological validity of TAM significantly. Therefore, I have refrained from using 
TAM as theoretical foundation in this article. 

In the same period as the previous two theories were invented, Csikszentmihalyi defined his theory on flow [4]. 
An optimal engagement is closely related to, or the same as, optimal User eXperience (UX) or flow [4]. When 
involved in products (e.g., media and games), the underlying goal is to move towards a flow. According to 
Csikszentmihalyi [4], this requires: i) a concrete task to complete, ii) the ability to concentrate, iii) clear goals, 
iv) immediate feedback, v) deep but effortless involvement, vi) a sense of control, vii) sense of self disappears 
but increases unnoticeable during flow, and viii) the internal clock to be influenced. This decomposition 
illustrates the complexity of the construct flow, which is even further increased by its relation with constructs 
such as motivation, passion, presence, and engagement, which all hint towards the same phenomenon (i.e., the 
feeling of optimal UX). Nevertheless, Csikszentmihalyi [4] provided aspects that each by itself can be measured.  

Measuring engagement: The eight aspects of flow 

The eight aspects of flow (or engagement) as Csikszentmihalyi [4] identified would span up an eight 
dimensional space. However, although each individual dimension is appealing and (in principle) could be 
assessed via objective measurement, an integral model of engagement, in particular, in real world settings is 
beyond reach. Nevertheless, I pose that the theory of Csikszentmihalyi already provides the means to bring the 
box from gray to white. Therefore, in the remaining article, I will try to open the box and bring if from lab to life 
[5]. 

Three of the eight aspects of engagement can be measured rather straightforward, namely: a concrete task, a 
clear goal, and immediate feedback. Although the level of abstraction people can handle varies considerably 
among them, in principle, a concrete task to complete can always be defined (e.g., play a game). The goals 
related to the task at hand can be made as explicit as needed (e.g., reach level x of game y). Feedback on people’s 
behavior (i.e., on cognitive, affective, or physical level) can be given on several levels (e.g., direct and/or indirect 
and conscious and/or unconscious), using all possible modalities (e.g., tactile, auditory, and visual). The 
remaining five aspects of engagement are harder to pin point. 

The ability to concentrate is known to have a high variance both within and between people. As 
Csikszentmihalyi [2] states "To pursue mental operations to any depth, a person has to learn to concentrate 
attention. Without focus, consciousness is in a state of chaos." (p. 26) So, the ability of concentration can be 
assessed using tests founded on mental operations (e.g., calculation), with or without distractors. However, as 
such, it is hard to capture the ability to concentrate in real world practice, as this is not a well-developed research 
area [6]. Recently, several attempts have been published of measuring the level of involvement of people in real 
life situations. For example, in 2009 Sohn [7] investigated the impact of magazine and television social 
comparison processes on people’s body perception. For this study, he developed and, subsequently, validated a 
new scale, based on the Affect, Reason, and Involvement (ARI) model, measuring involvement in the context of 
body image. One year later,  Van den Ende, Hoonhout, and Meesters [8] developed a 25 items questionnaire to 
measure people’s involvement with audio/video content. However, note that these and other questionnaires most 
likely will heavily depend on the task and context at hand. 
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Sense of control has been measured in various contexts. For example, in 2002 Dudek, Merecz, and Makowska 
[9] have done so in the context of occupation. They introduced their Sense of Personal Control at Work (SPCW) 
questionnaire. In the same year, Jackson and Eklund introduced their Dispositional Flow Scale-2 (DFS-2) for 
sports, which has been used in various other contexts as well (e.g., gaming) [10]. So, sense of control is 
approached from various angles and can be assessed using either validated questionnaires or tailored 
questionnaires to the topic at hand, which can be founded on the existing theoretical frameworks and one or 
multiple of the related questionnaires. Sense of self can be conveniently assessed using the Sense of Self Scale 
(SOSS). In addition, several other questionnaires that assess related constructs can be valuable as well; for 
example, the Self-Concept Clarity Scale (SCCS), the Self-Monitoring Scale (SMS), and the Extended Measure 
of Ego Identity Status 2 (EOM-EIS II) [11]. However, these questionnaires do not anticipate on a quickly 
changing level of sense of self, as Csikszentmihalyi [2] describes. So, for the purpose of measuring engagement 
such questionnaires do have their limitations. 

Roughly one century ago, the notion of human’s internal clock was noticed. Nevertheless, the theoretical 
foundation on the internal clock mechanism is still a topic of debate as current models cannot describe all 
possible states. Further, research on this issue is limited to lab studies and has not been brought to real life [12]. 
However, even despite these limitations, significant differences both between people and within people (over 
time) have been observed [12]. Taken together, this makes the internal clock mechanism very hard to 
operationalize and, hence, to be used to measure engagement in practice. 

Discussion 

This article sketched the complexity of the construct engagement. Subsequently, it discussed three of the most 
influential theories on this topic. Next, Csikszentmihalyi’s theory of flow [2] was taken as starting point for the 
operationalization of the measurement of engagement. The measurement of each of the eight aspects of the 
theory of flow [2] has been discussed, including its pros and cons. Its most important drawback is that although 
each of the aspects can measured by itself no overarching computational framework is available or presented 
here. Most likely, such a framework would require a significant additional effort in basic as well as in applied 
research. 

As was indicated in the previous section, founding the measurement of engagement on Csikszentmihalyi’s eight 
aspects is at least labor-intensive if not impossible in real life practice (cf. [5]). In real life contexts, a pragmatic 
approach would be of high value, even if it can only bring us a coarse approximation of the level of engagement. 
Such an approximation can be derived from many more angles. Let me mention one: Virtual Reality (VR). In 
VR settings one distinguishes between immersion and presence, which can be complemented by aspects of UX 
(e.g., involvement, interest, and emotion) [13]. Although constructs such as UX do not map one-on-one on 
engagement, such related constructs should be considered as well as the methods explored to measure them. 

If anything, studying the construct engagement requires that an interdisciplinary stance is taken, including 
insights from psychology [4], physiology, information and computer sciences [1], media, organization theory, 
and marketing. Moreover, both theory and experience from practice have to be embraced and blended, which is 
rare in practice (cf. [8]). Further, one should realize that engagement is of importance on all possible levels and 
all possible situations; for example, the engagement of subjects in scientific studies or student with their lectures 
[6], of consumers with products [7], of (knowledge) workers with their occupation [9], and of athletes with their 
sport [10]. As such, engagement is omnipresent and central in our lives. 

In sum, on the one hand, nowadays engagement is acknowledged for its key importance in daily practice. On the 
other hand, engagement still has to become more than yet one more buzz word. It has to be defined and 
operationalized properly. A definition and theoretical framework was adopted. Moreover, it has been outlined 
how engagement can be measured, including its pros and cons. As such this brief article can perhaps provide a 
useful springboard for further research. 
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What Can Body Movement Tell Us About Players’ Engagement? 

N. Bianchi-Berthouze 
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Introduction 

With the advent of full-body technology, we are witnessing a growing interest in the role played by the body in 
shaping and also measuring experiences [1]. There are three main reasons for this. First, the emergence of 
multimodal technology has brought our body back to the centre of the interactive experience. Second, the 
availability of increasingly cheaper and unobtrusive motion capture sensors allows for a more feasible analysis 
of continuous behaviour. Third, an increasing understanding, from various research fields, of the fact that body 
movement and posture affect the way we perceive and evaluate both ourselves and the environment (e.g. [2, 3]), 
raises new interesting and challenging questions regarding measuring engagement. 

According to the pragmatist philosopher John Dewey and to embodied interaction research [4, 5, 6], experience 
is not predefined by the design of technology. Rather, it emerges through the interaction between user and 
technology within a context where the body is a vehicle for engagement. This has led HCI and game researchers 
to investigate more thoroughly the role of body movement in player experience [7-10]. In [7], the author 
proposes a taxonomy of movements that is important to player experience and lets the players appropriate the 
game, i.e. actively construct meanings of their own game experience. In this paper, we use this taxonomy and the 
studies reported in [7, 12, 13] to suggest body movement measures to gain insight into the player’s engagement.  

Body movement as a measure of commitment to gameplay  

According to the taxonomy proposed in [7], there are two types of body movements that are related to the 
performance of the game:  task-control movements and task-facilitating movements. Task-control movements 
are the movements set by a game designer for the control of the game. Task-facilitating movements are 
movements that players use to facilitate the control of the game (i.e. distributed cognition over body resources 
available [14, 15]). Since coordinating available resources requires knowledge about the activity (i.e. the game), 
these types of body movements are generally used only by experienced players [14].  

What should we measure of these two categories of movements? In [12] and [13], the authors found that players 
appropriated the controllers, and hence the body movements to control the game, according to the motivations 
that led them to play the game. When they were led by wanting a hard-fun type of game (i.e. challenging their 
skills to win the game), players reported using their body movements to exploit optimally the functionalities 
offered by the controller to gain points. Hence, a first measure of engagement should provide a measure of the 
player’s effort to optimize the control of the game. Four consecutive phases could be envisaged as part of this 
optimization process: exploration, consolidation, mastering and performing.  

During the exploration phase, the player is engaged in understanding what the control movements are and how 
their body can accomplish them. A body-pattern-entropy measure could be used to detect these explorative 
phases. This measure could be computed for different body parts or groups of body parts. Investigating the 
profile of these measures over time could provide insights into the effort and progress of the players. It could be 
expected that, rather than decreasing over time, their profile may be characterized by multiple local minima 
(each corresponding to the learning of a particular body movement pattern), until certain body patterns are 
acquired. If a player remains in a local minimum for too long and his/her task-control movements are still far 
from optimal, boredom or frustration may appear and the player may disengage. When a set of coordinated task-
control movements has been learnt, i.e. their distance from their optimal execution is below a certain threshold, 
their consolidation phase may start. In this phase, we may expect that the measure of body pattern entropy may 
increase only on the body parts involved in the type of patterns to consolidate. A measure of distance between 
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the executed movement and the optimal target movement, together with a measure, over time, of the tuning 
exploration space, could be used to capture  the player’s effort towards achieving his/her goal. 

The phase of mastering may see the emergence of task-related movements (e.g. involvement of other body parts) 
to further optimize the learnt control patterns. Differently from the explorative phases, where various body parts 
may be involved without really contributing to the game control, the task-related body movements should be 
aligned (e.g. in synchrony, or sequentially organized) with the task-control body movements. For example, in 
[7], the rhythm of foot tapping (task-related movement) is synchronized with the pressing of the guitar buttons 
(task-control movement) in the Guitar Hero music game [7]. Hence, measures of relatedness between task-
control body movements and emerging body movements may be used to detect the players’ engagement in 
appropriating the game and creating their own body movement strategies. Finally, during the performing phase, 
the player is using the acquired body patterns to win the game. We should expect low entropy at this stage and a 
variety of task-control movements being exploited.  

Whilst we have presented these four phases as consecutive and fully independent phases, we may in fact expect 
that they overlap as the learning of each different movement pattern may not start at the same time.  Also, as the 
players get better, they may take on new challenges and hence a new learning process may start.   

Creation and steering of the interactive game experience. 

An important aspect of the player experience is the way the player continuously builds and assigns meaning to 
the interaction within the game. The studies reported in [7] show that, through proprioceptive feedback, body 
movement plays a key role in facilitating a transition from a pure hard-fun engagement, where the players’ 
motivations are mainly to win and challenge themselves, to an experience that grounds its pleasure in taking up 
the role-play that the game offers. Particularly important in facilitating this shift are role-play body movements.  

When easy fun and emotional experience motivated play, players fully engaged with and gained pleasure from 
their body movements, even when these interfered with scoring points [7, 16]. Hence, optimal control of the 
game may not always be what players look forward to; what players may be working towards is to achieve 
enjoyable role-play movements. Automatic recognition of role-play body movements may be necessary to 
measure automatically such types of engagement. The increasing availability of data captured using new 
movement sensing technologies (e.g. CHALEARN Gesture Challenge1) is providing the space and the resources 
for such capabilities to be developed and we are assisting with a steady progress in this direction [17-22]. 

Another source of information on the engagement of the players is provided by their affective and social body 
expressions. Various efforts have been made to create software that can automatically recognize such 
expressions [11], with increasing interest in naturalistic expressions.  For example, [23, 24] have investigated 
this question in the whole-body game context with promising results. The recognition of these expressions not 
only informs us of how the player feels but also about the player’s motivations for playing the game. In fact, 
hard fun and easy fun are generally characterized by a different set of emotions [7]. Furthermore, it may also be 
interesting to explore when the affective expressions may appear to be acted (i.e. part of the role-play). This may 
shed light on when how the players are actively building the social and affective parts of their experience. 
Finally, recognizing the players’ affective body expressions can also provide information about their action 
tendency, i.e. their readiness to act upon the events [25].  

A problem related to the detection of affective expression is its dependence on the type of action that is 
performed (e.g. a backhand vs. forehand in a tennis game). Studies on acted body expressions (e.g. [11, 26]) 
have shown that certain features for affective body expression discrimination appear to be constant over different 
types of action. However, the fact that these results are based on acted expressions may raise the concern that 
this could be true only for stereotypical expressions. It would be interesting to explore computational models that 
can optimize the solution of the affective discrimination problem by automatically exploiting information about 

                                                            
1 http://www.kaggle.com/c/GestureChallenge. Downloaded on 1 April 2012. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 95



the context (i.e., type of action, identity of the person, etc.). These kinds of approaches have shown promising 
results (e.g. [27]) in the recognition of emotions by using computational models that co-learn tasks that are 
orthogonal to emotion recognition (e.g. learning to recognize person identity) by exploiting the knowledge that 
these tasks are based on quasi-orthogonal (i.e. separate) features. This could be the case with action and emotion. 
In fact, results by Atkinson et al. [28] have highlighted that, whereas recognition of the type of action being 
performed (e.g. walking vs. playing tennis) is based on local body joint information, recognition of the affective 
content of an expression is based on overall measures of body configuration and dynamics.  

Conclusions 

The emerging full-body technology and the increasingly cheaper motion capture systems offer interesting 
possibilities for the design and evaluation of entertainment technology. Body movement is a very important 
source of information about player experience. It offers the means to measure how the player is appropriating the 
game and at the same time it is a window on the player’s affective experience. The field is emerging and 
providing interesting features for measuring player experience. We propose here to investigate changes in body 
movement entropy as a way to gain insight on how the player is appropriating the game control.  Four different 
phases were discussed where the profile of such measure may differ: exploration, consolidation, mastering and 
performing. Furthermore, affective and social body expressions may be used to measure not only how the 
players feels but also to understand if the players is actively building a hard-fun type of experience or if s/he is 
looking forward to an easy-fun type instead. When easy-fun is the main motivation of the player, the body 
patterns to be measured are also (and possibly mainly) the role-play ones rather than only the ones to optimally 
control the game. 
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Spatial memory is highly relevant in biology because it is related with both individual and species survival. 
Among behavioural tests, one of the most suitable devices for measuring spatial learning and memory is the 
radial arm maze (RAM) [1,2]. Briefly, RAM consists of eight horizontal arms (57x11 cm) placed radially around 
a central platform above the floor. Automated doors (20 cm high) are located at the entrance of each arm (Fig. 
1). Experimental subjects are placed on a central platform from which they have to collect hidden baits placed at 
the end of the arms.  

The standard version of the RAM animals are habituated to the environment, placed on the central platform and 
allowed to explore the maze for 15 min per day. Reinforcers (or baits) are scattered on the arms. On the last day 
of habituation (day 3), the amount of reinforcer is reduced to half, and the session ends when all eight arms have 
been visited. Following habituation, the animals are trained one session per day for eight consecutive days. One 
piece of reinforcer is placed at the end of each arm in a well that hides the food from sight, and the animal is 
allowed to freely explore the maze. Each session lasts until (a) all eight arms have been entered (consider enter 
an arm when the whole body, except the tail, is inside the arm), (b) 10 min passed since the start of the test, or 
(c) 2 min passed since the animal’s last arm entrance [3,4]. Arm entries are recorded for later analysis. To 
prevent odour cues, the maze must be wiped clean between animals. The variables commonly used for the 
analysis of the performance are (a) the number of errors in each session (entering an arm that has been visited 
previously counted as an error) and the total number of errors across eight sessions, (b) the number of correct 
choices in the first eight arm entries of each session, (c) the location of the first error in each session, (d) the 
number of adjacent arm entries in each session, (e) the time taken to visit each arm (total time to complete the 
session divided by the total number of arm entries), and (f) the number of sessions to reach the criterion of one 
error or less, averaged over four consecutive days of training [3-5] 

There is extensive evidence that attending to the visual cues located outside the apparatus is one of the elements 
that subjects use to avoid re-entering the different arms in RAM. Furthermore, at least in rats, a correct 

Figure 1. Schematic diagram of the eight-arm radial maze. 
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performance of the task seems to depend primarily on extra-maze cues [6]. On contrary, olfactory cues were 
rather related with the improvement of choice accuracy in reduced-visibility situations [7].  Avoiding revisits has 
been directly related to the amount of surrounding environment cues available, as well as to the viewing duration 
[8] Moreover, when extra-maze cues predicted the reinforced arms, rats performed almost perfectly on the RAM, 
whereas following intra-maze cues (such as odour) push performance outcome not better than chance [9]. In this 
sense, it seems that external cues apparently control choice behaviour when they are easily accessible [10]. 
Under these circumstances, each visit to an arm may be regarded as a go-no-go discrimination based on extra-
maze cues [10]. Finally, it was assumed that when extra-maze cues are limited a representation of spatial 
locations rather than intra-maze cues might be used when navigating in the radial maze [11]. 

Modifications of the initial procedure permitted the distinction of spatial working memory errors (double entries 
into baited places) versus spatial reference memory errors (entering never baited arms) [12]. This version of the 
RAM aims to test working and reference memory at the same time. In their version of the task, only four maze 
arms are baited [13]. The same maze arms are baited each day and, across sessions, the rats learn to ignore the 
remaining four arms, which never contain reward. This is the reference memory component of the task, and 
entry into a never-baited arm is considered a reference memory error. Within a training session, re-entry into one 
of the four baited arms would be considered a working memory error. 

Traditionally, the most extensively studied species in the RAM is the rat. However, a number of experiments 
have recently demonstrated that another rodent, Octodon degu (O. degu), is also a valid model for testing 
reference and working memory in this paradigm.  

The experiments in our laboratory show that O. degu are able to learn the task following the traditional protocol 
for reference memory evaluation, as well as the combined protocol for assessing both working and reference 
memory (unpublished data). Moreover, animals show a clear learning curve in several variables registered, such 
as latency to the reinforced arms, total time to complete the essay, the number of errors committed within 
session, and the number of errors at the end of the training. Furthermore, it has also proved to be sensitive to the 
temporary impairment in memory caused by sleep deprivation. In this sense, this model results not only valid as 
a memory testing in normal states, but also in discriminating possible deficits in memory following different 
protocols for memory impairment.  

Conclusions 

RAM is a consolidated paradigm for the evaluation of memory. Despite the fact that the most extended model 
used in this kind of experiments is the rat, RAM has also demonstrated its validity across other animal species 
(including humans). Over the years, different versions and variations of the RAM have developed, all of them 
proved as solid as the traditional regarding memory assessment. Accordingly, animal models have also 
augmented. O. degu is a rodent that has been lately discovered as a valid experimental animal to test memory 
impairment associated with dementia. In this sense, evaluating the performance of this recent model using RAM 
results very useful to understand multiple cognitive and behavioural components of memory testing. Moreover, 
the validity demonstrated with this paradigm opens numerous possibilities within the field of memory and 
learning studies, especially those regarding cognitive impairment, which in last term will contribute to a better 
knowledge of these processes. 

The research leading to these results has received support from the Innovative Medicines Initiative Joint 
Undertaking under grant agreement No 115009, resources of which are composed of financial contribution from 
the European Union’s Seventh Framework Programme (FP7/2007-2013) and EFPIA’s in kind contribution 
(www.imi.europa.eu). 
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Alzheimer’s disease is a progressive brain disorder that causes a gradual and irreversible decline in memory and 
cognitive abilities. Until today the pharmacological therapy of AD is still limited to symptomatic temporary 
improvement or stabilization of cognitive performance and the reduction of neuropsychiatric symptoms of the 
disease. Five drugs are currently marketed for the treatment of AD including four cholinesterase inhibitors — 
tacrine, donepezil, galantamine, and rivastigmine — and one glutamate antagonist (memantine). However, 
owing to the extensive and multifocal nature of neurodegeneration in AD, the effects of transmitter modulators 
are modest. In recent years, a new therapeutic approach (disease modifying approach) has emerged. Unlike 
treatment that target symptoms, disease modifying therapies interact on the natural course of the disease by 
interrupting early pathologic events thus preventing underlying pathophysiologic processes. Although very 
promising, to date none disease modifying therapies have been clearly shown to be efficacious. In this context, 
the development of new drugs with symptomatic effect remains necessary.  

The clinical development of drugs in Alzheimer’s disease has been confronted with challenging methodological 
difficulties. Taking into account the financial stakes involved taking drug candidates to the phase III stage of 
development, and the risk of investing time and resources fruitlessly in the evaluation of poor candidate drugs, 
the crucial decision remains whether to proceed from phase II to phase III (Go/Nogo). The aim of phase II 
studies is to select a molecule likely to be effective in phase III, but also to eliminate candidate-drugs with an 
inadequate effect. No consensus currently exists on the best possible design of Phase II studies to inform the 
Go/Nogo decision optimally. At present time, neuropsychological-based tools are the most established and 
approved method of assessing outcomes in AD pharmacotherapy in part because they are widely available and 
do not require technological instrumentation. Because of the difficulties in demonstrating the efficacy of a 
candidate-drug using only clinical and cognitive tools, development of new assessment tools have become more 
important over the past few years [1]. 

Neuropsychological assessment 

The Alzheimer’s Disease Assessment Scale-Cognitive subscale (ADAS-Cog) represent the most used cognitive 
scale to evaluate disturbances of memory, language, praxis, attention and other cognitive abilities which are 
often referred as the core symptoms of AD. Several systematic reviews reported significant improvement in 
ADAS Cog score in MCI or AD subjects treated with donepezil, reflecting beneficial effects on cognitive status. 
In contrast, in healthy volunteers (HVT), donepezil induces a slight improvement in the retention of training on 
complex aviation tasks, verbal memory for semantically processed words and might improve long term visual 
memory. Moreover, two studies reported transient negative effects on episodic memory and no improvement in 
the Canbridge Neuropsychological Test Automated Battery (CANTAB), a computer-based cognitive assessment 
system consisting of a battery of neuropsychological tests. 

EEG recording 

It was recently reported that the electroencephalogram (EEG) could be a technique to predict the evolution of the 
Alzheimer disease [2]. Resting-state EEG is a suitable technique for monitoring the effects of pharmacological 
interventions because it is a highly reproducible condition that does not depend on task difficulty and subjects’ 
anxiety and cooperation. Data available in the literature indicated that long- and short-term treatment with 
donepezil reduced significantly the deterioration of EEG spectral activity and REM sleep EEG disturbance 
observed in AD patients correlated with cognitive improvement rate on the ADAS-cog. In a small study, it has 
been demonstrated the ability of a qEEG variance combined with a delayed recognition memory task to 
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measure accurately treatment effects on patients with AD. In healthy elderly subjects, a single dose of 
memantine has been shown to compensate diurnal vigilance fluctuation measured by EEG recording.  

Another EEG component, the P300 is of special interest as it is related to brain functions such as cognition and 
attention, which are severely impaired in patients with dementia. In AD patients performing auditory and visual 
oddball tasks, significant P300 latency changes were observed already during the first month of donepezil 
administration and were significantly correlated with various neuropsychologic tests scores changes. It has been 
suggested an effect of donepezil more evident, in the advanced stage of AD. EEG studies seems to confirm the 
validity of neurophysiological measurements as an additional instrument to evaluate the pharmacologic response 
to drug in patients affected by cognitive impairment since the effect of donepezil was rapidly and consistently 
evident. However there is a lack of data on healthy people. 

Measurement of imaging markers 

Neuroimaging techniques, which can reliably and noninvasively assess of neuroanatomy, chemistry, physiology 
and pathology, also hold promise as biomarkers. Neuroimaging is based on two different methods: MRI with 
different acquisition sequences; metabolic imaging by PET scan [3]. 

The clinical trials, using structural MRI technique to quantify the effect of drugs on brain structure volume 
changes, have confirmed that hippocampus was the most sensitive structure to change in AD patients exposed to 
donepezil or memantine treatment. These anatomical modifications have been shown to relate closely to 
neuropathologic and clinical data. Only one study failed to show alteration of hippocampal volume after 2 years 
of donepezil treatment in AD patients. Other anatomical structures such as white matter and whole brain, have 
also been studied but did not show any volume changes after donepezil therapy. These findings support the 
feasibility of using hippocampal atrophy detection by MRI as outcome measures in dementia treatment trials. 
However, shorter-term effect of these drugs has not yet been investigated in healthy subjects and AD patients. 

Functional MRI is uniquely suited for evaluation of cognitive- enhancing agents. In 2 cognitive paradigms of 
visual memory, donepezil has been reported to produce activation in the ventrolateral prefrontal cortex and in the 
fusiform gyrus in patients with MCI or AD. In another study, donepezil has been shown to reverse the deficit of 
activation in fronto parietal region during a working memory task in patients with MCI. Furthermore, in a 
context of sleep deprivation-induced episodic memory deficit, donepezil enhanced activation of cerebral regions 
involved in attention and memory encoding processing during a semantic judgement task. Lastly, it has been 
observed during an auditory attention control task, a decreased of the prefrontal cortex and anterior cingulate 
cortex activation after memantine administration. Despite the limitations inherent to methodological problems 
and small sample size of these studies, results point to specific cortical substrates underlying the actions of 
donepezil and memantine, which can be tested in future studies. It appears as a sensitive imaging marker for very 
short-term therapy. 

The (18)F-fluorodeoxyglucose (FDG-PET) technique was used in clinical trial to detect biochemical changes in 
tissue that precede anatomical changes. A study conducted in resting conditions have demonstrated that 
treatment with donepezil in AD patients may slow the decline in functional brain activity in right parietal lobe, 
left temporal lobe and right and left frontal lobes. In addition, it has been showed that the metabolic changes 
induced by donepezil, during a passive audio-visual stimulation, were limited to the right hippocampus and the 
left prefrontal cortex and independent of effects on cognitive performance. Finally, in patients treated with 
memantine for 52 weeks, it has been reported that glucose metabolism in all brain areas studied was preserved 
longer. 

In conclusion, the physiological endpoints mentioned above might constitute a set of surrogate markers of 
cognitive-enhancing drug response. More sensitive neuropsychological tests or physiological endpoints like 
imaging and electrophysiological techniques could be relevant as biomarker of pharmacological intervention and 
could improve the selection of more efficient drug during the development of new compounds. 
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The grey mouse lemur, a non-human primate model of aging 

Mouse lemur (Microcebus murinus) is a nocturnal prosimian primate originating from Madagascar with a life 
expectancy of 8-10 years. The grey mouse lemur presents specific characteristics that make it a good primate 
model to study and evaluate behavioral and cognitive parameters. In particular they have a small size and weight 
(80 to 120 g) with an omnivorous dietary habits, and the possibility to assess their behavioral and cognitive 
performances with specific tasks which have been developed and adapted in our laboratory [1,2]. Some mouse 
lemurs spontaneously develop cognitive impairments after five years or older [3]. These cognitive impairments 
have been related in particular with age-related cerebral atrophy [1]. Among the cognitive task available to 
evaluate mouse lemurs cognitive performances, we use the circular platform task that evaluate spatial reference 
memory (hippocampus-dependent), and consists in a less stressful version of the Morris water maze. 

The circular platform task 

The circular platform task apparatus was an adaptation of the device described by Barnes [4] for mouse lemurs. 
It consisted of a white circular platform (diameter, 100 cm) with 12 equally spaced circular holes (each 5 cm in 
diameter) located 3 cm from the perimeter. The platform could be rotated. The maze platform was placed 60 cm 
above the floor, and a cardboard nest box (10 cm × 10 cm × 20 cm) could be inserted and removed beneath each 
hole and served as a refuge (goal box). To prevent the mouse lemur from escaping, the platform was entirely 
surrounded with a white wall 25 cm high and covered with a transparent Plexiglas® ceiling that permitted the 
mouse lemurs to see the extra-maze visual cues. The apparatus was surrounded by a black curtain hung from a 
square metallic frame (length of the side, 120 cm) located 110 cm above the floor. The roof of the frame was a 
one-way mirror to allow observation. Attached beneath the one-way mirror and along perimeter of the maze 
(about 50 cm above the platform), there are 24 evenly spaced 2-W lights, illuminating the maze. The maze center 
was also illuminated with a 60-W light. Between the one-way mirror and the upper edge of the wall, various 
objects were attached along the inner surface of the curtain to serve as visual cues. The starting box was an open-
ended dark cylinder positioned in the center of the platform. Transparent radial Plexiglas partitions (25 cm high 
x 20 cm long) were placed between the holes to prevent the strategy used by some mouse lemurs to go directly to 
the periphery of the platform and then walk along the wall and inspect each hole one by one. Consequently, 
animals had to return to the center of the platform after each hole inspection. 

Animals were given one session of habituation and training (day 1) and one session of testing (day 2). Each 
session included four trials, each of which began with placement of the animal inside the starting box. After 30 
seconds, the box was lifted to release the animal. For the lemurs, the objective was to reach the goal box 
positioned beneath one of the 12 holes, kept constant relative to the cues for all trials. When the animal entered 
the goal box, the trial was stopped, and the animal was allowed to remain in its nest box for 2 minutes. After 
each trial, the platform was cleaned and randomly rotated on its central axis to avoid the use of intra-maze cues, 
although the position of the goal box was kept constant relative to the cues.  

On day 1, trials 1 and 2 consisted of placing the animal in a four-walled chamber containing only the opened 
goal compartment (one-choice test). For trials 3 and 4, the platform comprised six evenly spaced open 
compartments (six-choices test). These two trials permitted the animal to explore the maze, observe the visual 
cues, and further learn the position of the goal box. On day 2 (testing day), 12 compartments were opened during 
the four trials. Performance was assessed based on the time required for the animal to reach the correct exit 
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(expressed in sec) and the number of errors (wrong quadrant visit) prior to reaching the goal box. Data were 
expressed as the mean time to reach the correct exit and mean number of errors during the 4 trials of day 2. 

Results 

The mean number of errors was 1.8 for the young adult group and 6.3 for the older group (see Figure 1). The 
difference between young and aged was significant (unpaired t-test, p=0.043 ; t=2.216 ; df=14). However, a 
large individual variability emerged within the older group, with some of the older animals performing as well as 
younger ones, whereas other older animals were severely impaired. A significant correlation between age and 
performance was identified (r = 0.67, p < 0.01). 

Conclusions 

The circular platform test seems to be adapted to observe significant age-related cognitive impairments in grey 
mouse lemurs. 

Ethics statement 

All experiments were performed in accordance with the Principles of Laboratory Animal Care (National 
Institutes of Health publication 86-23, revised 1985) and the European Communities Council Directive 
(86/609/EEC). The Research was conducted under the authorization n° 91–305 from the “Direction 
Départementale des Services Vétérinaires de l'Essonne” and the Internal Review Board of the UMR 7179. All 
the experiments were done under personal license (authorization number 91–460, issued 5 June, 2009) delivered 
by the Ministry of Education and Science.  
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Figure 1. Performance. expressed as the number of errors before finding the correct exit of young and aged adult mouse 
lemurs in the circular platform task.  
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Introduction 

Operant chambers equipped with touch-sensitive screens (‘Touchscreens’) are becoming an increasingly popular 
technique for the development of novel paradigms for use in cognitive testing [1]. Here, we describe techniques 
and pilot data generated by members of the PharmaCog touchscreen working group within the Innovative 
Medicines Initiative. PharmaCog is dedicated to establishing imaging, biochemical, electrophysiological and 
behavioural translatable biomarkers for use in research into Alzheimer’s disease (AD) and mild cognitive 
impairment (MCI). The touchscreen working group, comprising members from 5 pharmaceutical companies, is 
tasked with harmonising and validating touchscreen protocols for use in mice. The first large cross-site study 
aims to assess the reproducibility of pharmacological effects using donepezil, memantine and scopolamine on 
visual discrimination (VD) performance in trained young c57/bl6 mice. We will then compare the VD 
acquisition performance of three transgenic mouse models of amyloid pathology in Alzheimer’s disease: PDAPP 
(APP717); Tg TASTPM (double mutant APPswe x PS1M146V); Tg APP-PS2-Tau (triple mutant APPswe x PS2N141I x 
TauP301L), and age-matched wild-type C57BL/6J control mice. We are in the process of comparing protocols to 
assess paired associate learning in these mice.  

Visual Discrimination  

All experiments were performed in compliance with the European Commission Directive 86/609/EEC and had 
approval by the local ethical review committee at each laboratory. In a visual discrimination task, the rodent is 
presented with pairs of stimuli [2]. The same pair is used throughput the study and one of the stimuli is deemed 
the correct response and is given an appetitive reward (food pellet or sucrose - dependent on the hardware). If the 
animal makes an incorrect response there is a timeout period in which the house lights are turned off and no 
reward is given. If the animal fails to respond within x sec then it is counted as an omission, and the next trial 
begins. Prior to VD training the animals are trained to respond to a white box on the screen using a 4-stage 
procedure. Pilot strain-comparison data showed that DBA/2J and 129S mice were slower to learn to respond to 
the screen than CD1 and c57/bl6 mice. However the DBA/2J mice were subsequently faster to acquire the VD, 
then the 3 other strains.  

The cross site study will start in April and be conducted within three laboratories. Male c57/bl6 mice will be 
trained to criterion in the VD task. They will then be treated with donepezil, memantine and scopolamine 
(serially) to assess the reproducibility of data across sites and the impact of AD relevant pharmacology on 
performance in trained animals. To this aim, we attempted to harmonise the protocols wherever possible. We 
agreed on independent variables such as the inter-trial interval (10s), use of correction trials (to be included), 
length before omissions (30s), time-out duration (10 s), trial number (30) and session duration (45 min) by 
consensus. Stimuli will be presented in two apertures cut in a black mask covering the touchscreen sized 5 x 7.5 
cm, and change locations from trial to trial in a counter-balanced fashion  We performed pilot studies to 
determine the appropriate stimuli to use for further studies. Initial data from two sites showed strong preferences 
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for certain images, but that performance was matched when ‘lines’ and ‘circle’ were used (see Figure 1). These 
findings were confirmed within two additional laboratories and selected as the stimuli to be used.  

We will also profile the three transgenic lines selected for use within PharmaCog using the harmonised VD 
protocol. Preliminary data has shown that aged male TASTPM (15 – 18m) were unimpaired in the VD 
acquisition. Indeed the mice showed enhanced learning compared to age-matched wild type c57/bl6 mice, and 
were comparable in their performance to young (6m) male c57/bl6 mice. Using a different amyloid transgenic 
line, tg2576, aged female mice (13m) were again shown to have enhanced performance relative to wild type 
control animals. This study also examined the pretraining regimen used to train animals to respond to the screen. 
The results suggested that lengthy pretraining protocols introduced variance into the subsequent VD acquisition 
data.   

Paired Associates Learning 

The second task that the team is exploring is paired associates learning (PAL). Poor PAL performance in MCI 
patients has been shown to be predictive of AD pathology [5]. In this task, a subject must remember not only the 
visual stimulus that he has been presented with, but also where it was located (‘what’ and ‘where’). A rodent 
version of the task has been developed using touchscreens in both in rats [3] and mice [4]. In this paradigm an 
animal is presented with, typically, 2 stimuli in 2 of 3 apertures within a touchscreen mask. An animal learns that 
it must respond to. stimulus A, e.g., when it is in location 1 but not when it appears in locations 2 or 3 (Figure 2). 
Hence the animal must learn to associate a visual stimulus with a specific location (‘what’ and ‘where’). It is also 
possible to increase or decrease the possible combinations of stimuli and location by increasing the number of 
apertures (i.e. possible locations) and / or changing the number of stimuli that are presented animal is presented 
with. Studies are ongoing to optimise the number of stimuli and locations to detect deficits in AD transgenic 
models. PDAPP mice show acquisition deficits in a simple version of the task in which 2 stimuli are presented 
within 4 locations (4 permutations) compared to age-matched wild type littermate control animals.  

Discussion 

Touchscreens are a relatively new technology that confers significant advantages over traditional lever-equipped 
operant chambers due to the range of stimuli that can be presented to the animal. Furthermore, there is 
translational potential to have analogous paradigms across species including humans. This large collaboration 
demonstrates the clear advantages inherent in the consortium approach. This multisite series of experiments will 
allow for novel protocols to be further developed, harmonized and validated rapidly with the aim of identifying 
translatable paradigms that are sensitive to AD pathology in transgenic mice and hence can be used in drug 
development and research into MCI and AD.  

Figure 1. Final stimuli used in the visual
discrimination studies. 

A+ C

A+ B

C B+

B+ A

A C+

B C+

Figure 2. The 6 possible permeations of stimuli using three 
stimuli (A, B and C) presented in 2 of 3 locations within a 
PAL task. ‘+’ indicates the correct response to gain an 
appetitive reward. 
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VD is simple task and we did not anticipate a learning deficit in these mice. If the selective deficit in PAL in the 
amyloid transgenic animals is found to be robust, this would provide strong validation for the use of this 
paradigm in AD research. It would demonstrate that amyloid pathology can produce a selective deficit in PAL 
acquisition rather than a non-specific deficit in touchscreen-based learning per se which could potentially reflect 
a non-cognitive phenotype such as visual deficit. The final stage of this project will be to assess drugs currently 
used for the symptomatic treatment of AD (donepezil and memantine) and amyloid lowering compounds against 
performance deficits in mouse models of Alzheimer’s disease in touchscreen tasks.  

The research leading to these results has received support from the Innovative Medicines Initiative Joint 
Undertaking under grant agreement No 115009, resources of which are composed of financial contribution from 
the European Union’s Seventh Framework Programme (FP7/2007-2013) and EFPIA’s in kind contribution 
(www.imi.europa.eu). 
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Introduction  

Mild cognitive impairment (MCI) is a brain disorder in which cognitive abilities are mildly impaired. Subjects 
with MCI are of major clinical importance because they have an increased risk of developing Alzheimer-type 
dementia. Appropriate animal models are necessary in order to understand the pathogenic mechanisms of MCI 
and develop drugs for its treatment. Although MCI is associated with a variety of symptoms, memory deficits are 
a dominant feature of the syndrome and is essential to select appropriately difficult behavioural tasks in order to 
point out the deficits can be associated with neuropathological alterations. We are all aware of the detrimental 
effects of sleep loss. Preventing or disrupting sleep after the acquisition of new information have been repeatedly 
shown to impair the recollection of memories. Few studies have investigated, however, the role of sleep prior to 
the learning experience in affecting subjects’ ability to acquire new information. We examined the effect of 6h of 
total sleep deprivation (TSD) by gentle handling immediately before the learning process, in two different 
mnemonic tests:  the novel object recognition task (NOR) and the single-day Morris-water-maze task (1d 
MWM). 

Materials and Methods  

We assessed recognition memory in Sprague-Dawley rats (4 months old) after 6hrs of total sleep deprivation by 
gentle-handling performed at 2 different periods of the resting phase, respectively during the first 6 hours (0-6h) 
and the last 6 hours (7-12h) after lights on. Both time points were tested in each of the subjects. Tests were 
carried out 3 weeks apart. Immediately after sleep deprivation, during the acquisition phase, animals were 
allowed to familiarize with 2 identical objects for 10 minutes in PhenoTyper cages (Noldus Information 
Technology, Wageningen, The Netherlands). To test recognition memory, after a 1h delay, animals were 
presented with 2 objects (recognition phase): one was identical to the previously presented objects (Familiar 
object), the other one was never seen before (Novel object). During the delay time animals were placed in their 
own home cages. Automated tracking was performed using the EthoVision® XT software (Noldus Information 
Technology, Wageningen, The Netherlands). 

The distance moved by each animal in the cage (cm) and the duration (s) of when the nose of the animals was 
tracked within a 2 cm area around the objects were recorded. Recognition memory was inferred by comparing 
the time spent exploring the novel object vs. the familiar one, during the recognition session. Object type and 
position of the novel object were randomized. 

Furthermore, we focused our studies evaluating the effects of TSD in a spatial learning task. A modified 
experimental classic protocol of the Morris water maze was adopted. 	A circular pool with a diameter of 130 cm 
and a height of 90 cm, filled with 20±1 °C water to a depth of 60 cm, was placed in a completely dark room. The 
maze was divided into four equal quadrants and release points were designed at quadrant as NW, SW and SE. A 
hidden circular platform (11 cm in diameter), was located in the centre of the NE quadrant, submerged 1.5 cm 
beneath the surface of the water. In order to increase the colour contrast between the water and the animal, a 
nontoxic paint was used to get the water darker. Fixed, extra maze visual cues were present at various locations 
around the maze. The task requires rats to swim to the hidden platform guided by distal cues. Immediately after 
6h hours of total sleep deprivation (0-6h), rats were subjected to three blocks of 3 trials each, with an inter-trial 
time of 1h. Three different starting positions were equally distributed around the perimeter of maze and 
randomized within each block. After reaching the platform, rats were allowed to remain there for 30 s until the 
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start of the next trial. The animals were given a maximum of 120 s to find the platform; if they failed to find the 
platform in this time, they were placed by the experimenter on the platform and allowed to stay there for 30 s. 
After completion of each block of trials, the animals returned to their home cage. 1h after the end of the 3 blocks, 
an extra 120 sec trial (probe trial) was performed. Platform was removed and time spent in each quadrant was 
recorded. A camera was mounted above the center of the maze and automated tracking was performed using 
EthoVision® XT software. For all the trials, time (s) spent to find the platform (latency) and total travelled 
distance were measured. Moreover the time spent in each quadrants was recorded during the probe trial. 

Results and Discussion 

Regarding the NOR task, we found that locomotor activity was not affected by SD protocols. On the other hand, 
sleep deprivation impaired object recognition when it occurred during the first 6 hours of the light phase. When 
TSD was postponed to the last 6 hours of the light cycle, it had no effect on cognitive performance. Control rats 
behaved similarly both when the test was administered in the light and in the dark phase.  

In the spatial learning task (1d MWM), learning occurred in both animal groups; animals during the probe trial 
spend majority of the time swimming within the quadrant where the platform was previously placed. The mostly 
interesting point is that total sleep deprived animals didn’t learn the position of the hidden platform as fast as the 
controls animals.  

These findings show that preventing the initiation of sleep at the end of a normal period of activity (i.e., when 
homeostatic sleep pressure is high) impairs subsequent learning. 1) TSD has been proved to be a valid challenge 
in order to induce acutely MCI in rodents; 2) we demonstrated that both NOR and single-day MWM can detect 
TSD-induced MCI; 3) Pro e cons of the two different techniques are weighted. Therefore these behavioural tests 
allow to study the role of drugs during the different stage of the memory shaping. 

Ethical statement 

The experiments received authorisation from the Italian Ministry of Health, and are conducted following the 
principles of the NIH Guide for the Use and Care of Laboratory Animals, and the European Community Council 
(86/609/ EEC) directive. Rats are housed and used according to current European Community rules. 
Experiments on rats are approved by the research committees from the University of Verona and Italian National 
Institute of Health 
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Figure 1. Automatic tracking of a rat during the
recognition phase in the NOR test. The time spent by the
animal with the nose within the virtual circular area drawn
around the objects was counted as exploration time. 
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It has been well established that physical activity (exercise) by way of running wheel or treadmill activity 
improves motor and cognitive performance in (sedentary) mice [1,2,3]. This type of exercise, however, cannot 
be performed well by aging mice or mice with motor deficiencies. Notably the amount of voluntary exercise of 
old mice in running wheels decreases largely (up to 90% as compared to young mice). Here, we aimed to find an 
alternative type of exercise and examined whether whole body vibration (WBV) as a form of passive exercise 
can improve motor and cognitive performance. WBV stimulates the entire body, including brain, via controlled 
vibrations as used in human power plates. A scale model was build for mice, by which different frequencies and 
g-forces could be applied to mice [4]. The mice were placed in a cage which was directly connected to the 
vibrating platform of the vibrator located in the middle of the cage. Mice received WBV for 5 weeks, 10 minutes 
per day, week days only. Pseudo-WBV was performed by placing the mice in the cage in the absence of the 
actual vibrations. WBV continued during the days of testing, but was always performed after the behavioral 
testing was done at the end of the day in order to prevent acute effects of WBV on behavior. No signs of distress 
or anxiety were observed during the 10 minutes of WBV treatment. In NMRI mice, three frequencies (20, 30 and 
45 Hz) and two g-forces (0,2 and 1,9 g) were compared for the capacity to improve motor performance, using 
rotarod, hanging wire and balance beam as tests. Best motor performance was found at 30 Hz and 1,9g [4]. 
Thereafter, these settings were used as standard, and the balance beam test the standard test for motor 
performance. Next, C57BL6 or CD1 mice (3 or 24 months of age) received these mild vibrations. WBV 
improved sensory-motor abilities as measured in the balance beam test, irrespective of age and strain. Learning 
and reversal learning in a Y maze was used as a spatial learning task. Results in C57Bl6 mice showed a 
significant improvement in Y-maze learning (rate of acquisition), but no improvement in Y-maze reversal 
learning [3]. A direct comparison of WBV, running wheel and treadmill activity revealed that the cognitive 
improvement in the Y maze by WBV, although somewhat less, was of a similar degree as induced by the active 
forms of exercise. WBV in CD1 mice failed to show significant improvement in the Y maze, in contrast to the 
improvement of motor performance. The improvements in motor performance due to WBV developed at a 
slower in old than young subjects. To examine the neurophysiological brain changes induced by WBV treatment, 
c-Fos and ChAT immunoreactivity was measured in experimentally naïve young C57Bl6 or CD1 mice after 1, 3, 
and 5 weeks of WBV, and one day after 5 weeks of WBV. Pseudo-WBV treatment served as control. The results 
showed that hippocampal c-Fos expression gradually and strongly increased in C57Bl6 mice after 1, 3 or 5 
weeks, but only marginally in CD1 mice. c-Fos expression was back to baseline values one day after the last 
WBV session. The pattern of c-Fos expression in the brain, with areas reacting in varying degree from highly 
activated to no change, suggests that sensory stimulation via the whiskers is a primary pathway by which WBV 
stimulates the brain [5]. Strong increases in c-Fos staining were observed in hippocampal CA1 and CA3 regions 
and the prefrontal cortex, among others. In contrast to c-Fos, no significant WBV-induced changes were found 
for Arc or Egr1/zif268. Immunoreactivity for choline-acetyltransferase (ChAT), the acetylcholine synthesizing 
enzyme, was measured in the nucleus basalis, medial septum, hippocampus, neocortex and amygdala (C57Bl6 
mice only). No WBV-induced changes were found in the nucleus basalis, whereas significant increases were 
found in the medial septum. The WBV-induced increase in the medial septum was lost one day after the last 
WBV session, but remained present in hippocampus, neocortex and amygdale. The ChAT data suggests 
increased cholinergic responsiveness due to WBV, like described for physical exercise [6]. Significant changes 
in the hippocampal ChAT staining, probably contributing to cognitive improvements, developed slightly slower 
than the improvements in motor performance. This suggests that WBV is slightly more effective in improving 
sensory-motor abilities than spatial learning abilities. Taken together, these findings indicate that WBV as a form 
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of passive exercise is suitable for improving cognitive performance in young and old subjects. It also suggests 
that c-Fos and ChAT are WBV-specific neuronal correlates serving a ‘priming’ of the septohippocampal circuit 
for improved acquisition of spatial learning. A next step.we made was to study the effect of WBV on cognitive 
performance in humans. Recent studies at our University within a consortium of Life Sciences, Movement 
Sciences and Neuropsychology revealed that WBV significantly improves cognitive performance (Stroop test). 
Taken together, our data clearly shows the potential of WBV as an intervention to improve motor and cognitive 
performance in subjects not able (or willing) to perform active forms of exercise. This is of particular interest to 
aging human subjects in need of an alternative, non-aerobic type of exercise. 
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Abstract 

The goal of this special session is to investigate the role of sensor and behavior measurement in persuasive 
systems, in particular systems that are aimed at adherence to exercises and sustainable behavior change of 
humans, such as virtual coaching and training systems.  

Persuasive settings can be characterized as communicative contexts in which it is common ground that one 
participant intentionally tries to change the behavior of another participant. Persuasive settings are dominant in 
health, education and commerce: a doctor tries to convince a patient to take the prescribed medication, a packet 
of cigarettes ‘warns’ a smoker for the lethal effects of smoking, and a salesperson tries to sell a particular 
product for a particular price. Persuasion often incorporates elements of resistance and contradiction: resistance, 
because without support of the persuader the individual will not show the desired change; contradiction, because 
despite the knowledge that a particular behavior supports an individual’s well-being, something withholds the 
individual to perform the desired behavior in practice. Patients, for instance, may find exercises too strenuous or 
may simply forget the medication, smokers may lack motivation to quit smoking and the salesman’s price may 
be too high. Persuasion is, therefore, a precarious process where timing, modality and content of messages 
should be carefully chosen to avoid the individual’s withdraw and a premature stop of the communication 
process.  

Currently, an interest emerges in developing automated systems that provide behavior changing support to 
patients and consumers without human interference. In these systems, methods from so-called persuasive 
technology are applied to implement effective communication strategies that support self-care, adherence to 
prescribed exercises and sustainable behavior change. These systems provide for anonymous and frequent 
monitoring, feedback and counseling that would otherwise be impossible. Modern mobile technology and web 
applications enable the delivery of advice and interventions in the appropriate form and modality, at the 
appropriate time, location and device; wearable sensors enable continuous measuring of relevant momentary 
information. In persuasive settings, tailoring of information plays a central role. Superfluous interruptions, 
erroneous messages and irrelevant information have to be avoided as much as possible. As a result, these 
systems should become familiar with a blend of characteristics of the individual and its environment: the current 
activity, daily behavior, ability to perform an exercise, physical circumstances, and so on. In other words, a 
prerequisite for the implementation of adequate persuasive strategies is a strong awareness of the characteristics 
and activities of the individual. Basically, there are two channels that provide the system of this information: a 
sensory channel that enables automated measuring of behavior, biosignals and environmental data, and a 
symbolic channel for the exchange of intentionally produced messages such as natural language.  

Automated measuring of behavior by sensor information may have some important advantages over symbolic 
messages. First, data can be collected in a more objective and reliable way than when intentionally entered by 
human individuals (e.g. stress related or smoking behavior); second, the individuals need not to focus on the 
measurement process and can, therefore, avoid the tedium of tracking their own performance (e.g. a step-
counter) and do not have to worry about the timing of the measurement (e.g. in cases of emergency); third, it 
enables individuals to become aware of otherwise unobservable behavior (e.g. sleep activity); fourth, frequent 
feedback of a device often provides motivation to perform the desired activity. As a result, the process may give 
the persuaded individual, the persuasive system and third parties relevant information for diagnosis, 
understanding and exercise performance and so substantially improve the quality of the interaction.  
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This special session is intended to bring together a group of researchers in the field of automated coaching and 
other behavior changing applications. Questions concentrate on, but will not be restricted to, sensor types and 
behavioral measurements in well-known persuasive settings, the reliability of behavioral measurement, the 
influence of the behavioral information on the interaction (in particular the timing, modality and content of 
messages), and the integration of symbolic input and sensor data. In this session, various persuasive applications 
will be discussed, ranging from automated sleep therapy to sustainability and activity coaching.  
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Inter-usability and the Presentation of Multi-modal Feedback for Physical 
Activity and Diabetic Type II Patients 

Randy Klaassen, Rieks op den Akker 

University of Twente, Enschede, The Netherlands. R.klaassen@utwente.nl, h.j.a.opdenakker@utwente.nl 

Context 

In the EU Artemis project Smarcos we developed a personal behaviour change support system that supports 
users in attaining a healthy lifestyle. The coach sends timely, context-aware feedback about daily activities 
through a range of interconnected devices. The system is designed for two targeted user groups: Diabetics Type 
2 patients and office workers. The Diabetics group gets feedback about their medication intake, activity level, 
glucose level and food intake. The office workers receive feedback about physical activity and food intake. The 
feedback to the users of the system consists of personalized reminders, advice and tips, or learn more about why 
healthy behaviour is important.  

The prototype system combines two existing (single-device) behaviour change support systems. The multi-
device service system we present here extends the single device feedback systems bringing them on one 
integrated service platform. It allows multiple contact points with users in various contexts: at home, at work, on 
the road and the system is able to gather more context information of the user. Interventions with several contact 
points are expected to be more effective in stimulating change in health behaviour than those that use a single 
contact points [5]. The input devices in the prototype are a smart pill dispenser and a 3D accelerometer. The pill 
dispenser is connected to a server via the GSM network. Every time the user opens the pill dispenser it sends a 
message to the server. The accelerometer is measuring the amount of physical activity all day long. The user 
must connect the accelerometer to his computer to upload the data to the server. The output devices of the 
prototype system are smartphones (Android and iOS), desktop/laptop computers and (smart) TV’s. Smartphones 
can act as an input and output device. Smartphones can gather information about location of the user, can ask for 
self-report and are able to receive feedback messages from the system. 

Feedback 

The input devices provide the system with context information of the user about medication use, physical 
activity and (semantic) location. The system knows for all users their medication moments, the number of pills 
and the time when they should take the pills. The system also knows the personal and daily activity goal of all 
the users. Smartphones provide the system with location information and self-report.  The user can connect his 
devices to the coaching system so the system knows what kind of input and output devices the user can use.  

The system receives and evaluates updates on the user context and compares the new data with the conditions of 
the coaching rules. When one of the rules is fired, the system should send feedback to the user. When a message 
should be presented four aspects are important; the selection of the device, the timing of the message, the content 
of the message and the modality in which the message is presented to the user. 

Device selection. The system should select the best available device on which it can present the feedback. Based 
on the available devices and the location of the user the best device can be selected. If the user is at home, the 
television is maybe the best available device. When the user is on the road the only available device can be the 
mobile phone of the user.  

Content. The content of the feedback can differ based on the context information of the user. Feedback 
messages can be a regular (daily or weekly) report about physical activity, calories, or medication intake. Or it 
can be a reminder, warning, an advice, an assessment, or maybe a message that asks for specific information 
from the user. Variation of feedback messages is important in order to prevent annoyance. Bickmore et al. 
reports: “One surprising finding from the interviews was that, even though the dialogue scripts had been 
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authored to provide significant variability in each days’ interaction, most participants found the conversations 
repetitive at some point during the month. This repetitiveness annoyed subjects, and a few subjects even 
indicated that it negatively impacted their motivation to exercise...” [2]. It is also important not to send too many 
messages to the user. It can be possible that some coaching rules can fire several times a day; in this case the 
system should send only a maximum number of messages. 

Timing. When the system decides that it is time to send a feedback message to the user, it should decide when to 
send the message. The timing of the message is dependent on the context of the user and the content of the 
message. Warnings about medication intake should be send as quick as possible, but a presentation of the weekly 
report of physical activity can wait until the user is at home (and the television is on, so the system can present 
the overview on a large screen).  

Modality of presentation. Feedback can be presented using different modalities. The possible formats in which 
the system can present feedback to the user are a spoken animated graphical user, simple text messages, a graph 
showing an overview, text that refers to a picture or sound or a tune that signals the user that he has forgotten to 
take his pills. These modalities are available on desktop, mobile phones and television. 

User centered design 

The coaching system as described in this paper is designed in a user centered design process. In order to provide 
feedback at the right time and using the right modality it is necessary to take into account the context of the user. 
Feedback models define the interactions between system and the user. To capture the requirements for the 
system, two context-mapping studies have been conducted. Context mapping is a procedure for conducting in-
depth research with users. The objective of this procedure is to gain knowledge about the use of products from 
implied and implicit information that is provided by prospective users during an intensive process [6]. Through 
active participation by users and stakeholders during the design process, it informs and inspires design teams and 
ensures a good fit between the design and the use of a product. These qualitative studies consisted of a diary 
booklet with exercises and a semi-structured interview. Over a period five days, users were probed to describe 
their daily activities and reflect on their behaviours relevant for the system based on small assignments. The 
study provides insights in the actual behaviour of the users, awareness of the importance of healthy behaviour 
and their barriers to a desired behaviour. The requirements collected with this approach were further refined by a 
role-playing exercise during a workshop.  

When the initial requirements were defined two online questionnaires were provided to find out in which 
situations users would like to receive what kind of feedback on which device. The questionnaires were also used 
to assess the clarity of the icons that were used in the interface, and to get an idea of how the participants 
perceived the presented concept.  

During a six-week user evaluation of a physical activity coaching application two alternatives were compared for 
providing digital coaching to users of a physical activity promotion service. Participants received personalized 
feedback on their physical activity levels for a period of six weeks. Feedback was provided weekly either by e-
mail or through an embodied conversational agent (ECA). User's perception of the digital coaching was assessed 
by means of validated questionnaires after three weeks and at the end of the study. Results show significantly 
higher attractiveness, intelligence and perceived quality of coaching for the ECA. 

The results of the previous studies were incorporated into the first prototype of the coaching system. New, long 
term user evaluations are planned to investigate the overall user experience of the coaching program and the 
effectiveness of the coaching program when feedback is presented using different presentation modalities and 
output devices. The effectiveness of the coaching system will be measures by logging the actual behaviour of the 
participants (the level of physical activity, the medication intake and the progress toward the personal goal of the 
user, therapy adherence and retention rate). The overall user experience [1,4] and quality of coaching [3] will be 
measured using validated questionnaire before, halfway and at the end of the user evaluation.  
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Introduction 

Physical activity improves the long-term prognosis and quality of life of people with a chronic disease like 
COPD or type 2 diabetes. Therefore, care standards state that stimulating physical activity is a central element in 
the treatment of those patients in primary care [1,2]. Although there are many initiatives to increase the level of 
physical activity, few patients manage to be sufficiently active. This may be because care standards also state 
that the practice nurses and/or GPs see these patients only one to four times a year. Consequently, the level of 
success regarding this element depends for the greater part on the degree in which patients succeed to execute 
their self-management role. Therefore, primary care providers should involve patients in self-management 
decisions and seek together with the patient for lifestyle interventions that fit with the motivation, needs and 
capabilities of the patient [3,4].  In addition to the support of the care provider, persuasive technology might play 
an important role in accomplishing the behaviour change, adherence to the new behaviour and the self-
management role. A big advantage of persuasion by technology over human persuasion is that technology is 
more persistent and can go where humans cannot [5]. Through this, personalised feedback can be given on 
individual performance in relation to goal setting. Self-monitoring of physical activity using a pedometer or an 
accelerometer has been identified as an effective approach towards behaviour change [6,7]. If embedded in 
primary care, the combination of human persuasion and persuasive technology could complement and reinforce 
each other, especially when the two are aligned carefully. In the current project It’s LiFe! an innovative 
monitoring- and feedback tool is being developed and tested, which will be embedded in a Self-management 
Support Program that is being developed together with this technology. As a prerequisite for useful technology 
and a successful intervention that meets the requirements and preferences of the end-users, it is important to 
involve the end users in the design process at an early stage.  

In the present study, potential end-users were interviewed in order to answer the following research questions: 1. 
How the tool could be designed in order to be attractive, easy to use and suitable to wear on a daily basis; 2. 
Which feedback patients need to optimally support them in their self-management; 3. How this feedback should 
be presented; 4. How the use of the monitoring and feedback tool could be integrated in a Self-management 
Support Program (SSP) that is based on the principles of patient involvement, shared decision making and 
current insights into disease management and the chronic care model. This paper describes the designed 
intervention and the user-centred design process, which has led to this intervention. 

Methods 

A user-centred design method was applied to develop the monitoring- and feedback tool and the SSP. The 
procedure of this method is depicted in Figure 1. Defining the user requirements (phase A) was an iterative 
process starting with user and context identification (stage 1). Subsequently, the conceptual idea was developed 
in collaboration with several experts and business partners. The conceptual idea was described in a use case from 
the perspective of a patient with COPD, a patient with diabetes and a practice nurse (stage 2). A use case is a 
description of steps or actions between a user and a software system [8]. In stage 3 user requirements were 
elicited in seven open interviews with patients and semi-structured interviews with seven patients and fifteen 
health care professionals (general practitioners, physiotherapists, nurse specialists in diabetic and pulmonary care 
and practice nurses). Patients were asked where they wanted to wear the activity monitor and what other 
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requirements they had for the activity monitor. Also, on what device they want to see their activity data, in what 
unit and format and how the care professional could be involved. Care professionals were asked which data they 
needed to support the patients in their self-management and in what format they wanted to receive this. In the 
patient group, two focus group discussions were used to complement and confirm the gathered data. In the care 
professionals group experts from different fields were asked to comment on the care program developed. 
Patients were included until data saturation was reached. During the whole process two patient representatives 
were present at most research meetings to represent their patient group and there was continuous collaboration 
with the engineering team. The technological development took place in collaboration with two companies: 
Maastricht Instruments Ltd and Sananet Care Ltd. The research team of Maastricht University conducted the 
research and 'fed' the engineering team with information about user requirements for the tool, so that gradually 
the elements of the technology evolved. 

Results 

The development process has led to an innovative monitoring- and feedback tool and a SSP, which meets the 
requirements of the end-users. The requirements from the end-users where determining factors in the design of 
the devices for activity monitoring and feedback, the feedback strategy and the number of consultations with the 
practice nurse. 

Tool design 

The It’s LiFe! tool consists of three different elements:  

1. a 3D accelerometer worn on the hip; 

2. an application (app) on a Smartphone; 

3. a web application and server called ‘It’s LiFe! Online’ (powered by Sananet).  

The transmission of data from the accelerometer towards the app is via a Bluetooth connection. Every 15 
minutes the Smartphone will connect with the accelerometer, provided that the accelerometer is within a 5 meter 
distance of the Smartphone. The transmission of data from the Smartphone towards the It’s LiFe! server is via an 
internet connection. 

Figure 1. Methodological model.  
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Figure 2. The intervention; Tool integrated in the Self-management Support Program. 

 

Embedding of the tool in the Self-management Support Program 

The whole intervention is an embedding of the tool in the SSP (see Figure 2).  

To influence patients’ motivation for behaviour change, the intervention starts by increasing patients’ awareness 
about the risks of inactivity in a consultation with the practice nurse. Practice nurses indicated that they want to 
do this in a positive way. Next, the patients are given insight into their own activity pattern by a two-weeks pre-
measurement. In the pre-measurement, the activity level of the patient is measured each day and dialogue 
sessions are sent to reveal which activities the patient does, likes, can do, with whom and which barriers he/she 
has to overcome. After two weeks, an activity profile is made available on the server which the practice nurse 
can discuss with the patient in order to set an appropriate goal in minutes a day. The patients and the care 
professionals indicated that they preferred a pre-measurement and to set a goal in collaboration with each other 
to make sure that the goal is realistic, challenging, and tailored to the individual preferences and abilities of the 
patient.  

The goal will be set in the server, which is connected to the app. The patient receives a dialogue session in which 
he/she can plan activities to reach the goal. Planning this goal in more detail such as when, with whom and 
where you will be active, will narrow the gap between intention and behaviour and makes it more likely that the 
patient will reach his or her personal goal. If the plan is set, the monitoring and feedback period starts. 

Manner and content of the feedback 

In the monitoring and feedback period the patient gets three types of feedback:  

1. Simple statistics about the amount of physical activity in relation to an activity goal in minutes per day 
divided in moderate-intense and intense activities (real-time);  

2. Motivational messages based on activity results; 

3. Responses of the practice nurse based on activity results during consultations. 

On the Smartphone, the patient can see information about his or her activity level such as the intensity during a 
day, a week and a month. The activity monitor does not have a display since the patients indicated that a screen 
on the monitor would be too small and not easily accessible. Based on the activity, data messages will be sent. 
There are several types of messages, such as tips, encouragement, positive trend, rewards, barriers, facilitators 
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and suggestions to adjust the goals/target value. Users will receive such messages when they reach or do not 
reach their goal after 3, 5 and 14 days. In some cases the goals have to be reached for 100% and other rules are 
based on 80%. Participants will also get messages on positive trends. All messages are written in a positive way. 
After two to three months, the patient will have a consultation with the practice nurse again to evaluate the 
results and discuss barriers and facilitators. After the consultation, the monitoring and feedback period can be 
extended. In between consultations the practice nurse can see the activity results as well and is free to choose 
whether to react on them or not. 

Discussion and future work 

According to Fogg, an intervention to change people’s behaviour should not only focus on ability and 
motivation, but should also include a trigger to change [5]. This project provides motivation and ability through 
self-monitoring of behaviour and the Self-management Support Program that is unfolded by the practice nurse. 
Supplementary, it provides a trigger by delivering feedback on physical activity on a timely base and in an 
actionable format, namely related to concrete, personal goals. 

Having followed a user-centred design, it is expected that the usability and acceptability of the tool and the SSP 
are increased. The usability will be tested in a heuristic evaluation and by patients in a lab environment. In 
addition, the tool and the SSP will be evaluated by looking at technical performance, user experience and 
acceptance in a pilot in two general practices with 10 patients each. The tool and the SSP will be adjusted based 
on the findings of the pilot. The effects of the tool embedded in the SSP, will be evaluated in a Randomized 
Controlled Trial. This will be a trial with three branches, each with 80 patients from eight different general 
practices: one group will receive “care as usual”, one group will receive only the care described in the SSP, and 
one group will receive the complete intervention with both the SSP and the tool. Primary outcome measure will 
be physical activity, measured with an accelerometer different from the one developed in this project. Secondary 
outcome measures will be self-efficacy and quality of life, both measured with questionnaires. This project 
focuses on patients with COPD or diabetes who are treated in primary care, but in case of proven effectiveness, 
patients with other chronic conditions could also use the tool and the model. Furthermore, the activity monitor 
may be extended by measuring other parameters. 
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Summary 

In this paper we will briefly discuss the role of unobtrusive sleep monitoring in behavioral treatments of sleep 
deprivation and sleep disorders. Lack of sleep is an issue for a large number of people. Sleep quality metrics can 
help these people in getting an objective view upon the quality of their sleep and discover trends in that quality 
over time. The golden standard for diagnosis sleep disorder, polysomnography, is not suitable for this purpose 
because it is obtrusive and uncomfortable. Actigraphy is a better choice, but it is limited in the richness and the 
accuracy of its sleep metrics. In a persuasive setting, sleep hygiene and CBT-I approaches could benefit not only 
from unobtrusive sleep monitoring techniques, but also from monitoring of adherence to sleep hygiene rules and 
therapy compliance for CBT-I.   

Sleep and sleep quality 

Sleep is a universal phenomenon. All people and all animals sleep. In former times, sleep was highly associated 
with the night, but nowadays the association is weakened. In contrast to fires and candles, electrically-generated 
artificial light enables people to be active during the night. Sleep deprivation is not without risk, however, and 
adequate sleep is critical for optimal day-time functioning [1,2]. Insufficient sleep may cause neurobehavioral 
impairments, including lapses of attention, reduced working memory and depressed mood. Chronic sleep 
deprivation is associated with poor health. There is evidence that poor sleep has adverse endocrine, metabolic 
and inflammatory effects. The underlying causes of sleep deprivation are diverse. It may be caused by sleep 
disorders, but also medical conditions, occupational or social demands, and environmental conditions can 
hamper the quality of sleep.  

Many people suffer from a lack of sleep. An outcome of ‘Het Grote Slaaponderzoek 2008’ [3] was that one out 
of five people in the Netherlands sleep poorly. Fifteen percent report not sleeping well multiple nights per week, 
while 6% indicate they almost never experience a good night sleep. In the USA, the National Sleep Foundation 
found in the 2009 ‘Sleep in America poll’ [4] that 26% of the respondents experienced a good night sleep only a 
few times a week, while 24%  reported experiencing a good night sleep only a few days a month or even less. 

In sleep science, sleep quality is a neglected area [5]. The term has not been rigorously defined and there is only 
a vague understanding of how objective measures relate to the subjective sleep quality experience. There is 
evidence that the need for sleep differs between individuals [1,2] and that there is variation between people in 
neurobehavioral responses to sleep restriction. Nevertheless, in both clinical and sleep research settings sleep 
metrics are applied that serve as a sleep quality indicator. Examples of metrics are sleep onset latency, total sleep 
time, number of awakenings, amount of REM-sleep and amount of deep sleep.  

Sleep monitoring 

Sleep monitoring could help people to understand the quality of their sleep, their sleep behavior and the relation 
between the two.  Since sleep state is characterized by limited consciousness, people may not be aware of the 
characteristics of their sleep. In sleep studies, it is not uncommon to find discrepancies between objective sleep 
metrics and subjective sleep reports e.g. acquired via sleep questionnaires or sleep diaries [5].  

In sleep laboratories, polysomnography (PSG) is typically used for diagnosing sleep disorders. PSG is a 
diagnostic test during which a number of physiological variables are measured and recorded during sleep. 
Trained medical staff places sensor leads on the patient in order to record a large number of parameters, 
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including brain electrical activity, eye and jaw muscle movement, leg muscle movement, airflow, respiratory 
effort (chest and abdominal excursion), ECG (electrocardiogram), and oxygen saturation. Information is 
gathered from all leads and fed into a computer and output as a series of waveform traces.  This output enables 
the lab technicians to visualize the various waveforms and score the sleep of the patient. In this way the 
hypnogram  is derived that reflects the stages and cycles of the sleep through the night.  From it, sleep quality 
indicators are derived, such as the ones stated above. 

For polysomnography, the sensors are mounted on or glued to the head and the body, making it a very obtrusive 
and uncomfortable way of assessing sleep. Therefore, this technique is not suitable for longitudinal, ambulatory 
monitoring. Home-based, longer-term monitoring of sleep can better be done using a technique called actigraphy 
[6]. An actigraph is a wrist-worn device that records the wearer’s movements by means of an accelerometer. 
Actigraphy identifies sleep onset after a period of continuous inactivity that rarely occurs while people are 
awake. In a similar way, waking up is detected. In comparison to PSG, actigraphy is more comfortable to wear 
and more easy to install. However, it is limited to sleep-wake detection and is also less accurate because body 
movements are an indirect measure of sleep. In particular sleep-onset detection is less precise with actigraphy. 

Sleep monitoring in persuasive settings 

Persuasive settings in the domain of sleep deprivation can typically be found in the treatment of insomnia. 
Insomnia may be characterized as a persistent difficulty initiating and/or maintaining sleep [7]. Today it is 
widely accepted that cognitive and behavioral factors play an important role in the condition of insomnia, 
making cognitive behavior therapy for insomnia (CBT-I) a generally accepted, non-pharmacological treatment 
[8] producing sustainable positive changes in this condition. Basically, CBT-I and other behavior related 
treatments offer a number of exercise types whose effectiveness is proven for sleep therapy – i.e. sleep 
restriction, stimulus control, relaxation, and sleep hygiene [9]. Sleep restriction involves curtailing the time spent 
in bed to stabilize the sleep pattern and then lengthening sleep time as sleep efficiency improves. Stimulus 
control is aimed at the coachee’s re-association of the bed and the bedroom with sleep and to re-establish a 
consistent sleep-wake schedule. Relaxation training involves methods aimed at reducing somatic tension. Sleep 
hygiene education aims to make the person aware of behavioral practices and environmental factors that may 
promote or hamper sleep; examples are the advice to keep a regular schedule, to avoid daytime napping and to 
refrain from caffeine, alcohol and nicotine before bedtime [10].  

In general, behavior treatments such as CBT-I require a great deal of effort and extensive self-discipline of the 
insomniac. People may enthusiastically start a particular self-help sleep therapy and discover that sizing down 
their time spent in bed or getting out of bed in the middle of a cold and dark night requires a great deal of effort. 
Consequently, sleep quality deteriorates, people feel worse, get into a downward motivation spiral and the 
therapy is terminated prematurely. People may find the exercises too strenuous (e.g. sleep restriction), they do 
not believe that it contributes to a solution of the problem or simply forget to perform the exercise (e.g. a 
relaxation exercise).  

In order to motivate the individual to adhere to the exercises, a combination of persuasive strategies may be 
applied. Some of these strategies pertain to the adaptation of the exercises to the individual’s characteristics, 
such as ability and preferences. Other strategies refer to the ease of the activities that have to be performed 
during the therapy. For instance, people have to fill in a sleep diary to gain insight of the sleep behavior during 
the therapy. Not only are sleep diaries notoriously unreliable with respect to reporting sleep characteristics, they 
also put an extra burden on the individual of reporting and processing various types of sleep relevant 
information.  

In this context, sleep monitoring may have important advantages. First, because individuals are never able to 
intentionally indicate that they are asleep, information can be obtained where direct access would otherwise be 
impossible (e.g. the individual’s sleep stages). Second, insomniacs do not need to focus on the measurement 
process and do not have to worry about the timing of the measurement; as a result, they can avoid the tedium of 
tracking their own performance. Third, data can be collected in a more objective way than when entered by the 
individual. Fourth, sleep monitoring may smoothly be integrated with other behavioral measurements to offer 
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(semi-) automated and individually tailored intervention programs. Consequently, sleep monitoring enables 
individuals to become aware of relevant unobservable behavior, provide sleep indicators to track sleep quality 
over time and feedback upon their sleep-hygienic behaviors, and may release the individual from a range of 
therapy related activities. 

From the previous it should not be concluded that sleep monitoring is beyond doubt. Integrity of the data 
processing and reliable sensing are important prerequisites for acceptation of a sleep monitoring system. Also, 
intrusive measurements should be avoided wherever possible in a first step therapy. Consequently, a trade-off 
should be found between reliability, intrusiveness and integrity of the information. Since CBT-I and sleep 
hygiene requires longer-term, home-based monitoring, unobtrusiveness and comfort are important requirement 
for the assessment techniques, in combination with a sufficient level of accuracy to observe trends in quality of 
sleep. 

Conclusion 

We outlined the role of unobtrusive sleep monitoring in behavioral treatments of insomnia that aim to improve 
people’s sleep by promoting more effective cognitions and behaviors around sleep. In a persuasive setting, sleep 
hygiene and CBT-I approaches can benefit from sleep monitoring techniques, not only by providing objective 
sleep information but also from monitoring of adherence to sleep hygiene rules and therapy compliance for 
CBT-I.  
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Imagine a typical working day of a knowledge worker, i.e. someone who is predominantly concerned with 
interpreting and generating information. Bob gets into the office at 9, starts up his computer, takes a look at his 
mails and calendar and plans what things he has to do this day. Then he starts working on one of the important 
tasks that have to be completed this week. When an e-mail comes in, he quickly reads it. As it is not relevant to 
him, he continues his task. When a colleague drops by, Bob looks up and talks to him, which results in some 
more to-do’s for the day. As they are quite urgent, Bob decides to do them right away. After completion he 
switches back to his previous task and continues his working day. At 5 ‘o clock Bob notices that he has not 
completed all planned tasks yet and he feels somewhat stressed. He starts wondering where the time went and 
whether he should work overtime again to finish up. 

Bob and many other knowledge workers experience working days like this, with important tasks to complete, 
while interruptions cause task switches and unplanned things have to be handled. These people often experience 
stress building up, which in the worst case results in burn-out [1, 2]. To prevent this from happening, knowledge 
workers should become more aware of what makes them feel stressed and how they can handle or avoid that. 

Our goal 

In our research we want to investigate how well-being at work can be improved by means of computer tools. We 
particularly focus on the unobtrusive measurement of workload and stress in order to give knowledge workers 
feedback and support in their way of working, preventing burn-out in an early stage. In this extended abstract we 
describe how the context and user state of an individual knowledge worker will be captured, interpreted and used 
in a coaching tool aimed at changing behaviour, resulting in improved well-being at work. 

Well-being at work 

In order to design an effective coaching tool we need to know what is of influence on well-being at work. Based 
on a literature study we identified four categories of determinants of well-being at work: the work itself, the 
working conditions, private circumstances and personal factors [3]. First of all, the type of work has influence on 
the well-being of employees. It is important that the work is diverse and the workload is not too high and not too 
low. In addition, high autonomy and feedback on work performance are beneficial to well-being at work. By 
contrast, interruptions and responsibilities outside one’s control reduce well-being. 

Not only the work itself but also factors relating to work conditions play a role. Interpersonal relationships are 
important, causing a stable social environment for the employee, which can help him or her deal with 
challenging situations. In addition, factors like career opportunities, good payment or job security are also 
important determinants of well-being at work. Furthermore, physical work conditions and psychological comfort 
also play a role. 

Besides work conditions, also the private circumstances of employees can have an influence on their well-being. 
Again, social support plays an important role, as it can act as a buffer against problems at work. In general, it is 
important that there is a good balance between work and life. Problems at home can have a negative effect on the 
well-being of employees. 
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The final important category that influences well-being comprises personal factors. Two people in the same 
situation can experience different well-being. Factors of influence are age, sex, education, social and intellectual 
skills. Moreover factors like expectations, emotional stability and sensitivity to suffer from stress are of influence 
on well-being. 

In our research we want to develop a computer tool that can help people to better cope with the negative 
determinants of well-being. Preferably it should be possible to capture relevant factors by sensing interactions 
with a computer. Therefore, we focus on the factors of the work itself and the working conditions. We aim to 
automatically recognize the task and content users are involved in, as well as their social and physical context. 
Moreover, we intend to automatically infer the user state, in terms of cognitive load, valence and arousal in order 
to get an indication of the stress level experienced. These aspects can then be coached upon. 

Regarding the other determinants, the category of personal factors should certainly also be kept in mind. Well-
being is subjective, and so individual differences should be considered by personalizing the tool. Moreover, the 
private circumstances of the user are important to consider, as they may have a great influence on well-being. 
Nevertheless measuring these factors will only be possible by asking the employee.  

Automatic recognition of context and user state 

For providing effective support to knowledge workers it is crucial to understand their current situation. In our 
system we define four relevant forms of contexts (see Figure 1). With task context we mean the task the 
knowledge worker is currently working on (e.g. writing a report, making a presentation). Content context refers 
to the project or content the person is currently involved in. With social context we mean recent contacts with 
colleagues. Finally, physical context includes aspects as location, movement and posture. 

We intend to capture these contexts automatically, without user effort. The inference of context will be 
formulated as a pattern recognition problem. From various sensors, specific features will be extracted which are 
provided to a classifier to assign a label. In a pilot study data from several knowledge workers will be collected 
during their working day and annotated with context labels. The annotated data will be used to train and test 
various pattern recognition approaches. 

Important for automatic context recognition is that it requires little user effort. The sensors should preferably be 
unobtrusive, available in a normal office setting or otherwise relatively cheap. Moreover, for real-time support, 
the system should be able to quickly come from sensor data to context labels. It is important that the automatic 
recognition of context is reliable and robust, so that the users gain trust in the system. Finally, the privacy of the 
user has to be taken in mind when personal data is accessed. 

Figure 1 depicts a first setup for linking different sensors to the described contexts and user states. A first 
selection of sensors has been made based on costs, availability, obtrusiveness and expected usefulness. The first 
set of sensors is located at the computer or mobile phone and is therefore readily available for most knowledge 
workers. Information from keyboard, mouse and applications can be used to infer what task the person is 
performing [4]. With information about the content that the user accessed, the content context can be determined. 
Analysing phone calls made and e-mail conversations can yield information about the social context of the user. 
Moreover, several sensors can be used to infer aspects of the user’s physical context. GPS and accelerometers 
can be used to infer the position and level of activity of the user. With visual information from a camera or 
Kinect the body posture can be recognized and audio input can be used to recognize the level of noise in the 
environment.  

Combining information from different contexts can give insights in the mental state of the users. The cognitive 
task load can be determined based on three dimensions: The duration of a task, the difficulty of the task and the 
amount of switching between tasks [5]. The information of the tasks performed and the contents worked on can 
thus give an indication of the experienced workload, which is a first indication of the stress experienced during 
the day. Furthermore, the social context and physical context can influence the stress level experienced. 
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In addition, information from facial expressions or speech can be used for inferring the emotional state of the 
user, in terms of valence and arousal [6]. For determining valence, also asking the user can yield valuable 
information (e.g. do you like or dislike the work you are performing now). Besides computer sensors, wearable 
sensors to measure body signals can be used. The respiration of the user, his heart signal (ECG), skin response 
(SCR) and blood volume pulse (BVP) can be used to determine the level of arousal [7]. The recognized arousal 
and valence can then additionally be used to estimate the level of stress that the knowledge worker is 
experiencing. Our hypothesis is that a high workload in combination with high arousal and negative valence 
causes a negative feeling of stress.  

Based upon these inferred contexts and user states, an e-coaching tool could support knowledge workers. For 
example, more awareness of performed activities could be created by providing an overview of active tasks and 
projects, as well as information about durations of tasks and the amount of task switching. Most informative is 
probably how the current behaviour relates to usual behaviour of the user. Slow or sudden changes or anomalies 
could be detected and users could be warned when, for example, the task load gets too high or the stress level is 
building up. By linking the workload and stress curves to the tasks performed, knowledge workers could gain 
insights into what has caused their feelings of stress. They could then learn to avoid stress by planning the week 
differently or taking more short breaks to relax. 

Personalization 

The general model described in the previous section will have to be adapted to the specific user, due to personal 
characteristics. The same task can for example have a lower or higher workload for a knowledge worker 
depending on his level of experience and expertise. Therefore a user model will be created for each user, which 
holds relevant information of personal factors, models of typical behaviour and how low level information links 
to the experienced well-being of this user. The tool should be person adaptive (applying personalization/ 
tailoring), as well as situation adaptive (taking the user’s current context into account), to provide effective 
support and to gain trust of the user, so that the tool is used efficiently and over an extended period of time.  

Discussion 

Our contribution is focussed on providing knowledge workers efficient support. A state of the art study we 
performed revealed that although several applications with this aim exist on the market, applications which make 

Figure 1. First setup for linking different sensors to the described contexts and user states.
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use of sensors and smart interpretation of data to base support upon are rare. Typically the applications require 
much user effort and lack personalisation and adaptation to the user’s context. In our research we want to 
overcome these problems by automatically inferring information about the context and state of the user. 
Unobtrusive and relatively cheap sensors will be used for estimating the workload and stress of knowledge 
workers. We will perform most research in real-world office settings and test our reasoning techniques on 
realistic data. In this way, our solution will be affordable and applicable for many knowledge workers, opposed 
to related work on workload and stress recognition, in which often rather obtrusive or expensive sensors are used 
and tested in controlled experiments. Finally, often the success of applications on the market is questionable, so 
we will perform a field study to evaluate the effect of our tool on well-being at work. 

Research agenda 

This work is part of the SWELL project1, in which smart reasoning systems for well-being at work and at home 
will be developed. Important aspects of this project include the development of a stable and flexible framework 
for combining data from various sensors, and performing reasoning upon this data. Automatic inference of 
various context and user aspects will be enabled, as described here. Furthermore, possibilities to provide 
information support to knowledge workers by, for example delivering relevant information just in time, will be 
investigated. Policies for guaranteeing the privacy of the user will be developed. Finally, appropriate methods for 
achieving long lasting behavioural change and improved well-being will be applied and evaluated in field 
studies. 
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Abstract 

A focus in treatment of chronic diseases is optimizing levels of physical activity. At Roessingh Research and 
Development, a system was developed, consisting of a Smartphone and an activity sensor, that can measure a 
patient’s daily activity behavior and provide motivational feedback messages. We are currently looking into 
ways of increasing the effectiveness of motivational messages that aim to stimulate sustainable behavioral 
change, by adapting its timing and content to individual patients in their current context of use.  

Introduction 

One of the focus areas in the treatment of chronic diseases is to optimize levels of physical activity. We are 
investigating how to support this by objectively measuring a patient's daily activity patterns and providing 
regular feedback on the patient's performance via a Smartphone. The positive effects of regular feedback on 
behavior change are supported by numerous scientific studies. For example Kreuter et al. [1] showed the positive 
effect of regular feedback on four different kinds of health related behavioral change including increase of 
physical activity. Our own research has shown the positive effects of giving feedback to Chronic Low Back Pain 
patients throughout the day [2], while similar effects have been shown for patients with COPD and Chronic 
Fatigue Syndrome [3]. 

The system that was used in our activity monitoring and feedback research is depicted in Figure 1 below. On the 
left is the ProMove-3D physical activity sensor, developed by Inertia Technology; in the center is a screenshot of 
the Smartphone interface showing a graph of daily activity, and on the right is a screenshot showing a 
motivational advice (feedback) message: “Take a nice walk!”. 

These motivational text messages, which will be the focus of the rest of this article, are currently used in a 
relatively ad hoc manner. The Smartphone can be set to generate a motivational message every hour (or every x 
minutes), and at that time, the message to be presented to the user is picked randomly from a pre-defined list of 

Figure 1. The Activity Monitoring and Feedback system from Roessingh Research and Development. Depicted is the
ProMove-3D activity sensor, and two screenshots of the Smartphone interface showing a graph of daily activity and a
motivational message. 
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around 25 messages. This message is then shown to the patient by displaying the text on the screen. As described 
in [4], we distinguish between three aspects of feedback: timing, content, and representation (when to give 
feedback, what to tell the user, and how to convey this to the user) which we are focusing on in our current 
research. The next section will shortly describe our work regarding feedback timing and content. The 
representation of feedback is an aspect left for future work. 

Method: Improving Feedback Timing and Content 

Although the positive effect of giving regular feedback messages has already been shown, compliance to 
individual feedback messages is relatively low (59% on average over measurements from 86 different patients). 
Compliance here is defined as the immediate response to a given feedback message. If the patient is told to 
become more active (i.e. “Please go for a walk.”), and the patient does become more active in the 30 minute 
interval after the feedback message, as measured by the activity sensor, we define this as being compliant to the 
message, and vice versa. This immediate behavior change after feedback messages (compliance) can be 
computed in real time on the Smartphone. We use this direct feedback loop to the system to enable the system to 
learn to adapt to the patient in terms of when to give feedback and how to phrase the feedback message. The idea 
is that every individual patient has its own preferences in terms of this feedback timing and content, and we 
should be able to increase compliance to individual messages, by adapting these aspects to individuals. The way 
in which this real-time personalization is realized in the feedback system is explained for the feedback timing 
and the feedback content below. 

In order to find an optimal timing for feedback messages, we have analyzed the messages generated in previous 
studies. We have a dataset of 2,374 feedback messages for which compliance is known. As mentioned earlier, 
only 59% of these messages where complied to, so the goal of this work was to find out why some messages 
where complied to and others were not. For this we have created a classifier that is able to predict compliance to 
feedback messages based on a set of features, consisting of context information (e.g. weather, time of day) and 
features related to the history of use of the system (e.g. how many messages where already received today). We 
were able to predict feedback compliance with 86% accuracy on average over all patients. Compared to an 
average baseline score of 60%, this constituted a 64% increase in accuracy over baseline, proving the viability of 
the approach. The work in [5] describes the details of this work.  

For the personalization of feedback content to individual patients, we took a slightly different approach. We 
exploit the same principles by using the direct measurement of behavior (compliance calculation) after a 
feedback message to adapt the system to individuals. But for the content generation system we chose not to take 
a classical machine learning approach. We designed an ontology of feedback messages in which motivational 
messages are organized by the type of activity they prescribe. For example, at the top of the Ontology, messages 
are divided into “Outside”, “Inside” and “Generic” categories (see Figure 2). These are three categories that 
relate to the content of the given advice: the “Outside” tree contains all advices that tell the patient to do 
something outside, the “Inside” tree contains everything that can be done inside, while the “Generic” tree 
contains advices, like “Be more active!”. We then developed an algorithm that can traverse the ontology, and at 
each level can select an appropriate path based on the user’s context and the user’s responses to previous 
messages. For example, choosing a message from the “Outside” section of the Ontology is only appropriate if 
the weather is nice. By looking at the patient’s context (weather at current location), the algorithm can decide to 
prune that part of the Ontology. Then, when a selection has to be made between Inside and Generic messages, 
the algorithm will favor the node to which the patient previously responded best. Similarly the Ontology can 
include other nodes that can be pruned based on contextual information. For example, a node “Bike”, containing 
advices that tell someone to go for a bike ride, can be pruned if the user has indicated that he or she does not own 
a bike. The Ontology based message selection algorithm and method is described in more detail in [6].  

Issues and Future Work 

The feedback timing and content approaches are in an advanced state, both being implemented and currently 
undergoing trials on the Smartphone. A current pressing issue is the problem of cold start. Whenever a new 
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patient starts using the system, there is no data available to start the personalization algorithms. For the feedback 
timing module, we aimed to solve this problem by creating a cold start classifier. This classifier is trained on data 
from all of our previous patients and is used to find the right timing for the first 25 motivational messages (after 
which the system will train an individual classifier and switch to using this). This approach works, but the 
classification accuracy of this cold start classifier is only 67% (compared to 86% for the individual classifiers). 
On the one hand this shows that data from different patients is really different, which is a strong motivator for 
doing personalization in the first place. On the other hand, the cold start issue remains unsolved for our current 
application. 

We are now looking into ways of improving our system’s cold start phase, specifically by looking into “behavior 
change personality clustering” of patients, or, clustering patients who respond similarly to motivational 
messages. This way we could compare a new patient with patients from earlier studies and hopefully increase 
our predictive power. This approach is well known in the field of recommender systems, and a similar approach 
in the field of eHealth was taken by Cortellese et al. [7], but to the best of our knowledge never implemented into 
a real-time system. 
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Figure 2. Message Ontology with high level categories for motivational feedback messages. The numbers in each node give
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Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 131



5. op den Akker, H., Jones, V.M., Hermens, H.J. (2010). Predicting Feedback Compliance in a 
Teletreatment Application. Proceedings of ISABEL 2010: the 3rd International Symposium on Applied 
Sciences in Biomedical and Communication Technologies. Rome, Italy. 

6. Wieringa, W., op den Akker, H., Jones, V.M., op den Akker, R., Hermens, H.J. (2011). Ontology-Based 
Generation of Dynamic Feedback on Physical Activity. Proceedings of the 13th Conference on 
Artificial Intelligence in Medicine (AIME), Bled, Slovenia, 55-59. 

7. Cortellese, F., Nalin, M., Morandi, A., Sanna, A., Grasso, F. (2009). Static and Dynamic Population 
Clustering in Personality Diagnosis for Personalized eHealth Services. Proceedings of the 3rd 
International Workshop on Personalisation for e-Health, AIME2009, 1-9. 

 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
132 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



SPECIAL SESSION 

Social Behavior and Communication – From Mice to Primates 

 Chair: Markus Wöhr1, Marcel van Gaalen2 

1Behavioral Neuroscience, Experimental and Physiological Psychology, Philipps-University of Marburg, Marburg, 

Germany. woehrm@staff.uni-marburg.de 

2Neuroscience Research, CNS Pharmacology , Abbott GmbH & Co. KG, Ludwigshafen, Germany. 

marcel.vangaalen@abbott.com 

Abstract 
 

Social interactions and communication are among the most complex forms of behaviors. Analyzing these 
behaviors remains a time consuming challenge which requires practice, skills and patience. However, new 
techniques became available to speed up analysis and standardize methods. This is particularly relevant as social 
behaviors are a very prominent part of the behavioral repertoire in many species. In humans, a variety of social 
behaviors are disturbed in neurological and psychiatric disorders such as schizophrenia, Alzheimer’s disease and 
autism. The speakers of this symposium will present methods that allow reliable assessment of social behavior 
and communication – from mice to primates. They will demonstrate improved techniques for analysis, but also 
give examples of behaviors that can so far only be analyzed by human observations. 

Marcel van Gaalen will give examples of measurement of dominant submissive behavior and various forms of 
aggression in mice and rats. He will show that an increased understanding of the pharmacology of these 
behaviors is relevant for drug discovery for CNS disorders. In addition, he will give examples of experimental 
compounds that may have potential for treating social interaction and communication disruptions in CNS 
disorders. 

Louk Vanderschuren will show that social play is the most characteristic component of the social repertoire of 
young mammals, which is of great importance for the development of physical, cognitive and social capacities. 
Social play is highly rewarding and an incentive for maze learning, lever pressing and place conditioning in rats 
and primates. It is modulated through neurotransmitters implicated in the motivational and hedonic properties of 
food and drug rewards, such as endogenous opioids, dopamine and endocannabinoids. 

Michael Lukas will describe how behavioral assays like the social recognition/discrimination and the social 
preference paradigms can be used to study elementary social abilities that are essential for functioning social 
communication such as social preference and individual social memory. Such social behaviors are regulated by 
highly conserved neuropeptides, like vasopressin, oxytocin, and the newly described neuropeptide S. Michael 
Lukas will present examples showing how social recognition/discrimination and the social preference can be 
combined with central pharmacological manipulations and in vivo microdialysis to investigate the involvement 
of relevant neuropeptides.  

Markus Wöhr will show how measuring ultrasonic vocalizations and scent marks can be applied to study 
communication deficits in mouse models of autism. Autism is a severe neurodevelopmental disorder 
characterized by three core symptoms: 1) abnormal reciprocal social interactions, 2) deficits in social 
communication, and 3) repetitive behaviors. While reliable behavioral assays for abnormal reciprocal social 
interactions and repetitive behaviors are available since several years, relevant behavioral assays in the field of 
communication became available only very recently. Ultrasonic vocalizations and scent marks are particularly 
interesting as they may help to detect acoustic and olfactory communication deficits, respectively. Markus Wöhr 
will describe under which conditions ultrasonic vocalizations and scent marks can be recorded and what 
equipment is needed. 
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Dominik Seffer will give examples how playback experiments can be used to study social behavior and 
ultrasonic communication in rats. Different types of rat ultrasonic vocalizations serve distinct communicative 
functions, eliciting opposite behavioral and neural responses. Dominik Seffer will present a recently developed 
behavioral paradigm to study social approach behavior elicited by appetitive high-frequency ultrasonic 
vocalizations and will provide experimental data showing that the paradigm is sensitive for detecting differences 
in social experience during early life. 

Hans Slabbekoorn will address how standardized behavioral tests on temporary captive animals can provide an 
index of personality. He will argue that such a quantification of personality traits can help in the interpretation of 
avian playback results in natural territories.  

Finally, Kurt Hammerschmidt will present a description of the vocal repertoire of nonhuman primates, which 
consists of a limited number of call types that vary substantially within these categories. One can find all 
variation from highly graded to more or less distinct vocal repertoires, and it may be unavoidable that call 
variants at category boundaries are difficult to categorize. This must not be a problem for animals which grew up 
in the same community, because the efficiency of categorical perception allows the receiver to respond correctly 
even in graded signaling systems. However, to understand the evolution of acoustic communication and to 
compare studies in bioacoustics it is necessary to have comparable units, or to know how different categorization 
levels influence the outcome of an acoustic analysis. Kurt Hammerschmidt will discuss different ways to 
establish a reliable categorization. 
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Social play behavior 

In between weaning and puberty, the young of all mammalian species, including humans, display a characteristic 
form of social interaction known as social play behaviour or rough-and-tumble play. This form of social 
behaviour is highly rewarding and essential for the development of social and cognitive skills [2,5,6,7,9,19]. Our 
research focuses on elucidating the neural and behavioral underpinnings of social play behaviour in adolescent 
rats, and its role in behavioural development. To that aim, we have developed methods to study the performance 
of social play behavior, the rewarding properties of social play behavior and the motivational properties of social 
play.  

Assessment of different behavioral components of social play behavior 

The performance of social play behavior is studied in dyadic encounters. Rats (25-40 days old), that are matched 
for sex (we usually use males) and weight are used. To preclude the influence of existing dominance hierarchies 
on social play, cage mates are never tested against each other. To enhance the motivation for social behavior, rats 
are briefly socially isolated before the experiment. Isolation for up to 24 hr causes an orderly increase in social 
play behavior during the test [4,18,20]. To enable the ready detection of both increases and decreases in social 
play behavior, an isolation time is used that evokes a half-maximal increase in social play behavior, i.e. 3.5 hr 
[4]. 

In rats, a bout of social play behavior starts with one rat soliciting (‘pouncing’) another animal, by attempting to 
nose or rub the nape of its neck. The animal that is pounced upon can respond in different ways: if the animal 
fully rotates to its dorsal surface, ‘pinning’ is the result. Pinning is regarded as the most characteristic posture in 
social play in rats. As rats mature into adulthood, the structure of social play changes. Most prominently, the 
response to pouncing with full rotation to the dorsal surface (resulting in pinning) occurs less and is replaced by 
evasions and partial rotations [6]. The following behaviors are relevant measures of social play in rats [6,9]: 

Pouncing: Nuzzling the nape of the conspecific’s neck with the tip of the snout followed by a rubbing 
movement. 

Evasion: Upon solicitation, the recipient animal avoids contact with the nape by leaping, running, or turning 
away from the partner. 

Partial Rotation: Upon contact of the nape, the recipient animal begins to rotate along its longitudinal axis, but 
then stops and keeps one or both hind feet firmly planted on the ground. 

Pinning: Upon contact of the nape, the recipient animal fully rotates around the longitudinal axis of its body, 
ending in a supine position with the other subject standing over it. 

Boxing/Wrestling: Rearing in an upright position towards the other subject combined with rapidly pushing, 
pawing, and grabbing at each other, or wrapping around the other subject. 

Following/Chasing: Moving or running forward in the direction of or pursuing the other subject, who moves 
away. 
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In addition to these measures, social exploration (sniffing, licking or grooming any part of the body of the test 
partner, including the anogenital area) is assessed as a measure of general social interest, which may not 
necessarily be associated with playful social behavior. Also, non-social exploratory behavior is measured, in 
order to detect any general behavioral impairments as a result of neural or pharmacological manipulations. 

To understand the behavioral structure of social play in more detail, we have also established setups to study 
specifically the rewarding and motivational properties of social play. The rewarding properties of social play 
behavior are assessed using a place conditioning setup [1,15]. In place conditioning experiments, an apparatus is 
used that consists of two chambers that can be clearly distinguished by the animals, for example on the basis of 
different visual, tactile and olfactory cues. Preferably, the animals should have no innate preference for one of 
the two chambers before conditioning starts. During conditioning, the animals are allowed to engage in social 
play behavior in one chamber and are placed alone in the other chamber, in alternating sessions. In this way, the 
cues in one chamber gain meaning to the animal because they get paired with something behaviorally relevant, 
i.e. social play. During testing, the animals can freely move around the two chambers and the time they spend in 
either one is recorded. If they spend more time in the chamber that has been associated with social play, than this 
is said to evoke conditioned place preference, which is interpreted as social play having positive subjective 
(‘pleasurable’) effects. In order for social play behavior to evoke conditioned place preference, our parametric 
analysis has indicated that social isolation during conditioning and testing (causing the animals to be able to 
engage in social play only during conditioning sessions) is optimal. We have found that 8 conditioning sessions, 
lasting 30 min each, induces robust, social play-induced conditioned place preference [11]. 

At this moment, we are also developing an operant conditioning setup, in which animals have to lever press in 
order to gain the opportunity to engage in a short episode of social play. Social isolation during training sessions 
causes animals to readily acquire the task. Once trained, the animals perform in a stable fashion under both fixed 
ratio (where a fixed number of lever presses throughout the test session is required to receive the reward) and 
progressive ratio schedules of reinforcement (where an increasing number of lever presses after each reward is 
required). 

The neuropharmacology of social play behavior 

Our recent work has focused on the neurobiology of social play behavior. These studies have revealed important 
roles for cannabinoid, opioid, dopaminergic, noradrenergic and serotonergic neurotransmission in social play 
[3,8,12-14,20, for reviews see 9,17]. This is in keeping with the rewarding properties of social play, as these 
neurotransmitter systems have been widely implicated in the positive subjective properties of food, sex and 
drugs. In-depth analysis of the underlying neural substrates has identified the nucleus accumbens as a site of 
action for the stimulating effects of mu-opioid receptor agonists on social play behavior [10]. Furthermore, 
analysis of immediate early gene expression patterns after social play revealed activation of limbic corticostriatal 
pathways during social play. Based on these data, pharmacological inactivation studies have subsequently 
confirmed the importance of the prelimbic cortex, medial orbitofrontal cortex and nucleus accumbens core for 
social play [16]. 

Conclusions 

Our studies have shown that the performance of social play, as well as its rewarding and motivational properties 
can be readily assessed in adolescent rats. Interacting opioid, cannabinoid and dopaminergic systems within the 
corticolimbic circuits underlying incentive motivation and reward modulate social play behaviour. 

References 

1. Bardo, M.T. and Bevins, R.A. (2000). Conditioned place preference: what does it add to our preclinical 
understanding of drug reward? Psychopharmacology 153, 31-43. 

2. Fagen, R. (1981). Animal play behavior, Oxford University Press, Oxford. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
136 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



3. Homberg, J.R., Schiepers, O.J.G., Schoffelmeer, A.N.M., Cuppen, E., Vanderschuren, L.J.M.J. (2007). 
Acute and constitutive increases in central serotonin levels reduce social play behaviour in peri-
adolescent rats. Psychopharmacology 195, 175-182. 

4. Niesink, R.J.M. and Van Ree, J.M. (1989). Involvement of opioid and dopaminergic systems in 
isolation- induced pinning and social grooming of young rats. Neuropharmacology 28, 411-418. 

5. Panksepp, J., Siviy, S.M., Normansell, L. (1984). The psychobiology of play: theoretical and 
methodological perspectives. Neurosci. Biobehav. Rev. 8, 465-492. 

6. Pellis, S.M. and Pellis, V.C. (2009). The playful brain: venturing to the limits of neuroscience, 
Oneworld Publications, Oxford. 

7. Špinka, M., Newberry, R.C., Bekoff, M. (2001). Mammalian play: training for the unexpected. Q. Rev. 
Biol. 76, 141-168. 

8. Trezza, V., Baarendse, P.J.J., Vanderschuren, L.J.M.J. (2009). Prosocial effects of nicotine and ethanol 
in adolescent rats through partially dissociable neurobehavioral mechanisms. Neuropsychopharmacol. 
34, 2560-2573. 

9. Trezza, V., Baarendse, P.J.J., Vanderschuren, L.J.M.J. (2010). The pleasures of play: pharmacological 
insights into social reward mechanisms. Trends Pharmacol. Sci. 31, 463-469. 

10. Trezza, V., Damsteegt, R., Achterberg, E.J.M., Vanderschuren, L.J.M.J. (2011). Nucleus accumbens m-
opioid receptors mediate social reward. J. Neurosci. 31, 6362-6370. 

11. Trezza, V., Damsteegt, R., Vanderschuren, L.J.M.J. (2009). Conditioned place preference induced by 
social play behavior: parametrics, extinction, reinstatement and disruption by methylphenidate. Eur. 
Neuropsychopharmacol. 19, 659-669. 

12. Trezza, V. and Vanderschuren, L.J.M.J. (2008a). Bidirectional cannabinoid modulation of social 
behavior in adolescent rats. Psychopharmacology 197, 217-227. 

13. Trezza, V. and Vanderschuren, L.J.M.J. (2008b). Cannabinoid and opioid modulation of social play 
behavior in adolescent rats: Differential behavioral mechanisms. Eur. Neuropsychopharmacol. 18, 519-
530. 

14. Trezza, V. and Vanderschuren, L.J.M.J. (2009). Divergent effects of anandamide transporter inhibitors 
with different target selectivity on social play behavior in adolescent rats. J. Pharmacol. Exp. Ther. 328, 
343-350. 

15. Tzschentke, T.M. (1998). Measuring reward with the conditioned place preference paradigm: A 
comprehensive review of drug effects, recent progress and new issues. Prog. Neurobiol. 56, 613-672. 

16. Van Kerkhof, L.W.M., Damsteegt, R., Trezza, V., Gao, P., Voorn, P., Vanderschuren, L.J.M.J. (2011). 
Corticostriatal systems activated during social play behavior in adolescent rats. Soc. Neurosci. Abstr. 
943, 20. 

17. Vanderschuren, L.J.M.J. (2010). How the brain makes play fun. Am. J. Play 2, 315-337. 

18. Vanderschuren, L.J.M.J., Niesink, R.J.M., Spruijt, B.M., Van Ree, J.M. (1995). Effects of morphine on 
different aspects of social play in juvenile rats. Psychopharmacology 117, 225-231. 

19. Vanderschuren, L.J.M.J., Niesink, R.J.M., Van Ree, J.M. (1997). The neurobiology of social play 
behavior in rats. Neurosci. Biobehav. Rev. 21, 309-326. 

20. Vanderschuren, L.J.M.J., Trezza, V., Griffioen-Roose, S., Schiepers, O.J.G., Van Leeuwen, N., De 
Vries, T.J., Schoffelmeer, A.N.M. (2008). Methylphenidate disrupts social play behavior in adolescent 
rats. Neuropsychopharmacology 33, 2946-2956. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 137



Ultrasonic Communication in Mouse Models of Autism 

Markus Wöhr 

Behavioral Neuroscience, Experimental and Physiological Psychology, Philipps-University of Marburg, Marburg, Germany. 
markus.woehr@staff.uni-marburg.de  

Abstract 

Autism is a complex neurodevelopmental disorder characterized by 1) aberrant reciprocal social interactions, 2) 
deficits in social communication, and 3) repetitive, stereotyped patterns of behaviors, along with narrow 
restricted interests. Designing mouse behavioral assays with face validity to the three core symptoms of autism 
in humans is a daunting challenge for behavioral neuroscientists. Mice produce vocalizations in the ultrasonic 
range, i.e. clearly above the human frequency threshold and therefore not audible to humans. Such ultrasonic 
vocalizations serve as situation-dependent affective signals and convey important communicative information. 
Measuring the emission of ultrasonic vocalizations and the behavioral responses to ultrasonic vocalizations in 
playback experiments provides therefore an unique tool to study communication in mice. This is of high 
relevance for mouse models of autism, since delayed language and poor communication skills are fundamental 
to the diagnosis of autism. 

Introduction 

Autism is a complex neurodevelopmental disorder characterized by 1) aberrant reciprocal social interactions, 2) 
deficits in social communication, and 3) repetitive, stereotyped patterns of behaviors, along with narrow 
restricted interests (DSM-IV-TR, 2000). While the causes of autism remain unknown, a strong genetic 
component in the etiology of autism is indicated by extraordinarily high [1-3]. Genome-wide and pathway-based 
association studies led to the identification of more than hundred autism candidate genes [4-6]. Considerable 
efforts are made to better understand the genetic causes of autism. The generation of genetically modified mice 
is a powerful tool to study the physiological functions of such candidate genes. Mouse models with homologous 
mutations, e.g. Shank3 knockout mice, have revealed behavioral phenotypes relevant to the three autism core 
symptoms [7,8]. 

Designing mouse behavioral assays with face validity to the three core symptoms of autism in humans is a 
daunting challenge for behavioral neuroscientists. While reliable tests are available to assess the first core 
symptom, social deficits, and third core symptom, repetitive behavior, in mice, it is particularly difficult to 
measure communication deficits in mice [9].  

Mice produce vocalizations in the ultrasonic range, i.e. clearly above the human frequency threshold and 
therefore not audible to humans. Such ultrasonic vocalizations serve as situation-dependent affective signals 
[10,11]. Currently, three types of ultrasonic vocalizations are known in mice. Their occurrence is dependent on 
the animal’s age. 1) Isolation-induced ultrasonic vocalizations are emitted by mouse pups during the first two 
weeks of life when separated from mother and littermates [12]. Isolation-induced ultrasonic vocalizations were 
the first purely ultrasonic signals reported to be produced by mice. They were discovered by Zippelius and 
Schleidt in 1956. Zippelius and Schleidt suggested that isolation-induced ultrasonic vocalizations serve 
communicative purposes, since they have observed that mothers leave the nest to retrieve vocalizing pups 
scattered outside the nest, whereas no retrieval behavior was seen in response to pups that have been 
anesthetized and hence did not emit isolation-induced ultrasonic vocalizations. Later, their communicative 
function was confirmed by playback experiments [13-15]. 2) Interaction-induced ultrasonic vocalizations occur 
during social investigation in juvenile mice aged three to four weeks [16]. Because their occurrence is positively 
associated with social investigation behavior, it was suggested that interaction-induced ultrasonic vocalizations 
help to maintain social contact [16]. 3) Female-induced ultrasonic vocalizations are uttered by adult male mice 
when exposed to females [17] or female urine [18]. As shown in devocalization and playback studies, female-
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induced ultrasonic vocalizations serve an important communicative function as well, namely to attract females 
[19,20].  

Measuring the emission of ultrasonic vocalizations and the behavioral responses to ultrasonic vocalizations in 
playback experiments provides therefore an unique tool to study communication in mice. This is of high 
relevance for mouse models of autism, since delayed language and poor communication skills are fundamental 
to the diagnosis of autism.  

Methods 

Isolation-induced ultrasonic vocalizations in pups: For the induction of isolation-induced ultrasonic 
vocalizations, pups are separated from mother and littermates under room temperature for 10 minutes during the 
first two weeks of life. Pups are removed individually from the nest at random and gently placed into an isolation 
box made of plastic (an example is shown in Figure 1; [21]) or an isolation container made of glass, containing 
clean bedding material [22,23]. Emission of ultrasonic vocalizations is monitored by an UltraSoundGate 
Condenser Microphone CM 16 (Avisoft Bioacoustics, Berlin, Germany) placed in the roof of the sound 
attenuating box. The microphone is connected via an UltraSoundGate 116 USB audio device (Avisoft 
Bioacoustics) to a personal computer, where acoustic data are recorded with a sampling rate of 250,000 Hz in 16 
bit format by Avisoft RECORDER (version 2.97; Avisoft Bioacoustics). The microphone that is used for 
recording is sensitive to frequencies of 15-180 kHz with a flat frequency response (±6 dB) between 25-140 kHz. 

Interaction-induced ultrasonic vocalizations in juveniles: For the induction of interaction-induced ultrasonic 
vocalizations pairs of mice are allowed to socially interact after a short period of social deprivation. For acoustic 
recording, the same equipment can be used as for isolation-induced ultrasonic vocalizations (Avisoft 
Bioacoustics). 

Female-induced ultrasonic vocalizations in adult males: For the induction of female-induced ultrasonic 
vocalizations adult male mice are exposed to a drop of female urine. To elicit high rates of ultrasonic 
vocalizations female urine needs to be fresh [24]. Also, male mice with female experience emit more ultrasonic 

Figure 1. Setup for measuring isolation-induced ultrasonic vocalizations in rodent pups. The roof and one wall are
made of transparent plastic to allow video observation during the test. The isolation box is placed in a sound attenuating
isolation cubicle (51x71x51 cm; Coulbourn Instruments, Allentown, USA) equipped with 2 white-light LED spots (63 lux,
Conrad Electronic GmbH, Hirschau, Germany) and a black/white CCD camera (Conrad Electronic GmbH) connected to a
DVD recorder (DVR-3100 S, Pioneer, Willich, Germany). 
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vocalizations than male mice without such an experience [24]. For acoustic recording, the same equipment can 
be used as for isolation-induced ultrasonic vocalizations (Avisoft Bioacoustics). 

Acoustical analysis: For acoustical analysis, recordings are transferred to Avisoft SASLab Pro (version 4.50; 
Avisoft Bioacoustics) and a fast Fourier transform is conducted (512 FFT length, 100 % frame, Hamming 
window and 75 % time window overlap [21]). Correspondingly, the spectrograms are produced at 488 Hz of 
frequency resolution and 0.512 ms of time resolution. Call detection is provided by an automatic threshold-based 
algorithm (amplitude threshold: -40 dB) and a hold-time mechanism (hold time: 10 ms). A high-pass filter of 20 
kHz is used to reduce background noise outside the relevant frequency band to 0 dB. The accuracy of call 
detection by the software is verified manually by an experienced user. When necessary, missed calls are marked 
by hand to be included in the automatic parameter analysis. Total number of ultrasonic vocalizations is 
calculated for the entire session and in 60 s time bins, to visualize the time course of the ultrasonic vocalization 
response. Additional parameters include peak frequency and peak amplitude, i.e. loudness, which are derived 
from the average spectrum of the entire call, are determined automatically. Peak amplitude is defined as the point 
with the highest energy within the spectrum. Peak frequency is defined as the frequency at the location of the 
peak amplitude within the spectrum. In addition, the extent of frequency modulation, i.e. the difference between 
the lowest and the highest peak frequency within each call, is measured automatically. Temporal parameters 
include latency to start calling, total calling time, and call duration.  

Results 

Results obtained provide an in-depth characterization of auditory communication in mice throughout life. 
Exemplary spectrograms are shown (see Figure 2). 

Discussion 

BTBR T+tf/J mice are currently among the most commonly used mouse models of autism [9]. In a series of 
experiments it was shown that all three types of ultrasonic vocalizations are affected in this mouse model. As 

Figure 2. Exemplary spectrograms of mouse ultrasonic vocalizations. A) Isolation-induced ultrasonic vocalizations; B)
Interaction-induced ultrasonic vocalizations; C) Female-induced ultrasonic vocalizations. 
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pups, BTBR T+tf/J mice display an untypical repertoire of isolation-induced ultrasonic vocalizations [25]. As 
juveniles, reduced social interaction behavior is paralleled by a reduction in interaction-induced ultrasonic 
vocalizations [26]. As adults, male BTBR T+tf/J mice displayed minimal ultrasonic vocalization responses to 
female urine obtained from both BTBR T+tf/J and C57BL/6J, a standard mouse strain showing high levels of 
social behavior [27]. The lack of female-induced ultrasonic vocalizations was associated with untypically low 
scent marking, a measure of olfactory communication [27]. This indicates that the BTBR T+tf/J mouse model of 
autism incorporates phenotypes relevant to the second diagnostic symptom of autism, communication deficits, 
along with its strong behavioral phenotypes relevant to the first and third diagnostic symptoms, impairments in 
social interactions and high levels of repetitive behavior [24]. 

Candidate genes for autism include genes encoding for the SHANK family of synaptic scaffolding proteins. 
Mutations in SHANK3 and deletions containing SHANK3 have been detected in several autistic individuals [28]. 
Despite behavioral phenotypes with relevance to the first and third diagnostic symptoms of autism, ultrasonic 
communication behavior was found to be only mildly impaired in Shank3 knockout mice [7,8]. Shank1 is a 
related scaffolding protein within the postsynaptic density, promoting the morphological and functional 
maturation of synapses. When tested for isolation-induced USVs as pups, Shank1 null mutants emitted fewer 
USVs as compared to wild-type littermates; and as adults in response to female urine, the USV production by 
Shank1 null mutant males was characterized by an unusual time pattern [23]. In addition, Shank1 null mutant 
males displayed lower levels of scent marking in proximity to the female urine spot [23].  

Together, these data support the relevance of ultrasonic vocalizations for mouse models of neuropsychiatric 
disorders characterized by social deficits, such as autism. Importantly, the automated assessment of ultrasonic 
vocalizations at different time points during mouse development will allow high-throughput testing of social 
communicative behavior in mice. 
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Abstract 

Mice and rats produce vocalizations in the ultrasonic range, i.e. clearly above the human frequency threshold and 
therefore not audible to humans. Such ultrasonic vocalizations (USVs) serve as situation-dependent affective 
signals and convey important communicative functions. Here, we tested whether different acoustic stimuli, 
including aversive 22-kHz USVs and appetitive 50-kHz USVs, elicit distinct behavioral response patterns that 
can be differentiated by the automated video tracking system EthoVision. Results show that playback of acoustic 
stimuli elicited distinct patterns of behavioral activity. While playback of aversive 22-kHz USVs were followed 
by behavioral inhibition, appetitive 50-kHz USVs induced an increase in locomotor activity, which is directed 
towards stimulus source. The present findings further support the conclusion that aversive 22-kHz USVs serve 
an alarm function to warn conspecifics about external danger and that 50-kHz USVs serve a social affiliative 
function as social contact calls. The distinct behavioral response patterns elicited can be measured by using the 
automated video tracking system EthoVision. This will allow high-throughput testing of social communicative 
behavior in rats. 

Introduction 

Mice and rats produce vocalizations in the ultrasonic range, i.e. clearly above the human frequency threshold and 
therefore not audible to humans. Such ultrasonic vocalizations (USVs) serve as situation-dependent affective 
signals [1; 2]. Rodent USVs have attracted considerable interest as it was suggested that they can serve as a 
direct measure of affect, i.e. of the animal’s subjective emotional state. Furthermore, as rodent USVs convey 
important communicative information, measuring them offers the opportunity to study communication in rodent 
models of neuropsychiatric disorders characterized by social and communication deficits such as autism and 
schizophrenia. In the rat, three USV types are known: 1) 40-kHz USVs, which are emitted by pups when isolated 
from mother and littermates; 2) 22-kHz USVs, which are emitted by juvenile and adult rats in aversive situations 
such as fear-conditioning or social defeat; and 3) 50-kHz USVs, which are emitted by juvenile and adult rats in 
appetitive situations such as rough-and-tumble play, mating or when tickled playfully. In the mouse, similar call 
types exist with the exception of 22-kHz USVs, which are not present in mice.  

In aversive situations, such as fear learning, 22-kHz USV production was found to be strongly correlated with 
freezing behavior, the most commonly used fear measure in rodents, and was shown to be highly dependent on 
the situation’s aversiveness. Rats exposed to higher shock intensities emitted more aversive USVs than rats 
exposed to lower shock intensities during fear learning and testing, i.e. in absence of shock application when 
exposed to a formerly neutral stimulus that has been repeatedly paired with shocks [3]. In addition to situational 
factors, individual differences in disposition for anxiety-related behavior play an important role. Rats 
characterized as anxious based on their anxiety-related behavior on the elevated plus maze emitted more aversive 
USVs during fear learning than less anxious rats [4]. In contrast, in appetitive situations, such as rough-and-
tumble play, 50-kHz USV production could serve as indicators of high welfare. When tickled playfully by an 
experienced human experimenter, appetitive USV production was found to be highly correlated with the level of 
newborn cells in the hippocampus, a brain area important for learning and memory as well as emotion and stress 
regulation. Rats displaying a depressive-like phenotype with low rates of appetitive USVs were characterized by 
low levels of newborn cells [5].  

Behavioral, neuronal and pharmacological studies provide evidence that USVs serve communicative purposes. It 
is known for a long time that 40-kHz USVs elicit maternal search and retrieval behavior. More recently, 
however, it was demonstrated that also 22-kHz USVs and 50-kHz USVs induce call-specific behavioral 
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responses in the receiver [6]. While 22-kHz USVs induce freezing behavior, indicating an alarm function, 50-
kHz USVs induce social approach behavior, supporting the notion that they serve as social contact calls. The 
opposite behavioral responses are paralleled by distinct patterns of brain activation [7]. While 22-kHz USVs 
induce activation in amygdala and periaqueductal gray, 50-kHz USVs are followed by activation in the nucleus 
accumbens. As indicated by subsequent pharmacological studies [8], social approach behavior in response to 50-
kHz USVs depends on an intact opioid system. 

Here, we tested whether different acoustic stimuli, including aversive 22-kHz USVs and appetitive 50-kHz 
USVs, elicit distinct behavioral response patterns that can be differentiated by an automated video tracking 
system (EthoVision, Noldus, Wageningen, The Netherlands). 

Methods 

Animals and housing: Male Wistar rats (HsdCpb:WU, Harlan-Winkelmann, Borchen, Germany) served as 
subjects. Animals were housed in groups on Tapvei peeled aspen bedding (indulab ag, Gams, Switzerland) in a 
Macrolon type IV cage (size: 378x217x180 mm, plus high stainless steel covers). Lab chow (Altromin, Lage, 
Germany) and water (0.0004% HClsolution) were available ad libitum. Animals were housed in an animal room 
with a 12:12 h light/dark cycle (lights on 7–19 h) where the environmental temperature was maintained between 
20–25° Celsius. Prior to testing, all animals were handled for 3 days in a standardized way (5 min each day).  

All experimental procedures were approved by the local government ethical committee (Regierungspräsidium 
Giessen, Germany; MR 20/35, Nr. 50/2010).   

Experimental setting: Testing was performed on a radial maze of gray plastic with 8 arms (9.8x40.5 cm) 
extending radially from a central platform (diameter: 24 cm), which was elevated 52 cm above the floor (see 
Figure 1 & 2; for details see: [9]). Acoustic stimuli were presented through an ultrasonic speaker (ScanSpeak, 
Avisoft Bioacoustics, Berlin, Germany; see Figure 3) using an external sound card with a sampling rate of 192 
kHz (Fire Wire Audio Capture FA-101, Edirol, London, UK) and a portable ultrasonic power amplifier with a 
frequency range of 1–125 kHz (Avisoft Bioacoustics). The loudspeaker had a frequency range of 1–120 kHz 
with a relatively flat frequency response (± 12 dB) between 15–80 kHz. It was placed 20 cm away from the end 
of one arm at a height of 52 cm above the floor. Testing was performed under red light (approximately 11 lux in 
the center of the maze and between 9 and 12 lux in the arms) in a testing room with no other rats present. All 
behavioral tests were conducted between 9–17 h. Prior to each test, behavioral equipment was cleaned using a 
0.1 % acetic acid solution followed by drying.  

Behavior was monitored by a video camera (Panasonic WV-BP 330/GE, Hamburg, Germany) from about 150 
cm above the maze, which fed into DVD recorder (DVR-3100 S, Pioneer, Willich, Germany). Playback of 
acoustic stimuli were monitored by two UltraSoundGate Condenser Microphones (CM 16; Avisoft Bioacoustics; 
see Figure 3) placed 20 cm away from the maze at a height of 55 cm above the floor. One out of these two was 
placed next to the loudspeaker, i.e. in front of the three proximal arms, whereas the other one was placed vis-à-
vis in front of the three distal arms. These microphones were sensitive to frequencies of 15-180 kHz with a flat 
frequency response (± 6 dB) between 25–140 kHz, and were connected via an Avisoft UltraSoundGate 416 USB 
Audio device (Avisoft Bioacoustics) to a personal computer, where acoustic data were displayed in real time by 
Avisoft RECORDER (version 2.7; Avisoft Bioacoustics), and were recorded with a sampling rate of 214,285 Hz 
in 16 bit format. 

Acoustic stimuli: The following three acoustic stimuli were used: 1) 22-kHz USVs, 2) 50-kHz USVs, and 
background noise (see Figure 4). All stimuli were presented for 1 min with a sampling rate of 192 kHz in 16 bit 
format. USVs were presented at about 69 dB (measured from a distance of 40 cm), and noise was presented with 
about 50 dB, which corresponds to the background noise during playback of the other stimuli. The 22-kHz USVs 
had been recorded from a male Wistar rat after applications of foot-shocks (for setting and recording see: [3]). 
The 50-kHz USVs had been recorded from a male Wistar rat during exploration of a cage containing scents from 
a cage mate (for setting and recording see: [10]). The presentation was composed of a sequence of 3.5 s, which 
was repeated for 1 min, i.e. 17 times, to assure the presentation of a high number of frequency-modulated calls 
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within a relatively short period of time. Since the two acoustic stimuli presented contained background noise, i.e. 
sounds, which occur when a rat is exploring an arena with bedding, background noise without calls was 
presented to control for its possible effects. 

Experimental procedure: A given animal was placed onto the central platform of the radial maze, facing the 
arm opposite to the loudspeaker. After an initial phase of 15 min where no acoustic stimuli were presented 
(habituation), the rat was exposed to three presentations of acoustic stimuli for 1 min, each followed by an inter-
stimulus-interval of 10 min.  

Behavioral and acoustic analysis: Behavioral analysis was performed using an automated video tracking 
system (EthoVision, Noldus Information Technology, Wageningen, The Netherlands). Previously, the following 
parameters were obtained: 1) total distance travelled (cm), 2) number of arm entries into the three proximal or 
distal arms (n) and 3) the time spent thereon (6; 8). Here, the track profile was acquired. For the automated 

Figure 2. Schematic illustration of the elevated radial eight arm maze. Arms close to the loudspeaker are denoted as
proximal, central arms as neutral and opposite arms as distal. 

Figure 1. Setup for playback experiments and red light device. Elevated eight arm radial maze equipped with two
ultrasonic microphones and two loudspeakers (Avisoft Bioacoustics; Berlin Germany). The rat’s behavioral responses
during playback of ultrasonic stimuli are recorded with a video camera positioned above the elevated eight arm radial
maze. Testing is performed under dim red light. 
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analysis, input filters were activated to avoid an over-estimation of locomotor activity due to head-movements: a 
minimal distance moved of 8 cm was used for the total distance travelled, whereas a minimal distance moved of 
3 cm was used for the arm entries.  

For acoustical analysis, recordings were transferred to SASLab Pro (version 4.38; Avisoft Bioacoustics) and a 
fast Fourier transform was conducted (512 FFT-length, 100 % frame, Hamming window and 75 % time window 
overlap). Correspondingly, the spectrograms were produced at 488 Hz of frequency resolution and 0.512 ms of 
time resolution. 

Results 

Playback of acoustic stimuli elicited distinct patterns of behavioral activity (see Figure 5). While playback of 
aversive 22-kHz USVs were followed by behavioral inhibition, appetitive 50-kHz USVs induced an increase in 
locomotor activity, which is directed towards stimulus source. Playback of noise led to an undirected increase in 
behavioral activity. The results show that different acoustic stimuli, including aversive 22-kHz USVs and 
appetitive 50-kHz USVs, elicit distinct behavioral response patterns that can be differentiated by an automated 
video tracking system (EthoVision). 

Figure 3. Ultrasonic loudspeaker for playback presentations and microphone for ultrasonic recording. 

Figure 4. Exemplary spectrograms of the presented acoustic stimuli. A) 22-kHz USVs, B) 50-kHz USVs, and C)
background noise. 
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Discussion 

In line with previous findings [6; 7; 8], it was found that aversive 22-kHz USVs and appetitive 50-kHz USVs 
induce call-specific behavioral responses in the receiver. The present findings further support the conclusion that 
aversive 22-kHz USVs serve an alarm function to warn conspecifics about external danger and that 50-kHz 
USVs serve a social affiliative function as social contact calls. Importantly, the present findings demonstrate that 
the behavioral response patterns elicited by aversive 22-kHz USVs and appetitive 50-kHz USVs can be 
measured by using an automated video tracking system (EthoVision). This will allow high-throughput testing of 
social communicative behavior in rats. 

Social communicative deficits occur in a number of neuropsychiatric disorders, among them 
neurodevelopmental disorders such as autism and schizophrenia. Autism is characterized by aberrant reciprocal 
social interactions, deficits in social communication, and repetitive, stereotyped patterns of behaviors (DSM-IV-
TR, 2000); and there are overlapping symptoms between autism and schizophrenia, particularly the negative 
symptoms such as poverty of speech and social withdrawal (DSM-IV-TR, 2000). To study underlying alterations 
in genes, neurotransmitter systems, neuronal plasticity, etc., the development of new rodent behavioral assays 
with face validity to social and communication deficits seen in neurodevelopmental disorders is crucial. 

Since rats are social animals and rough-and-tumble play during adolescence has an important role for social 
development, separation from conspecifics during this phase is known to impair social behavior. Post-weaning 
social isolation in rats is a widely used animal model to induce behavioral effects and developmental changes in 
the nervous system related to symptoms in psychiatric disorders like schizophrenia [11; 12]. It is therefore of 
great interest to see whether the newly developed rat social communication assay is sensitive enough to detect 
deficits in social communication induced by juvenile social isolation.  
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Abstract 

The vocal repertoire of animals consists typically of a limited number of call types which vary substantially 
within these categories. One can find all variation from highly graded to more or less distinct vocal repertoires, 
and it may be unavoidable that call variants at category boundaries are difficult to categorize. This must not be a 
disadvantage for the communication of animals which grew up in the same community, because the efficiency of 
categorical perception allows the receiver to respond correctly even in highly graded signaling systems. 
However, to understand the evolution of acoustic communication and to compare studies in bioacoustics it is 
necessary to have comparable units, or to know how different categorization levels influence the outcome of an 
acoustic analysis.  

In bioacoustics it is not uncommon to use the visual cues of spectrograms to establish vocal repertoires. In some 
cases the visual approach is support by a parametric description of the Fourier transformed wave signals. In other 
cases the classification of calls is guided according to their proposed function, grouping them to ‘alarm’, 
‘contact’ or ‘food calls’. All these procedure have the disadvantages that they rely on prior assumptions. In cases 
of distinct vocal repertoires a time-consuming statistical analysis seems to be dispensable. However, vocal 
repertoires of most mammals consist of call types which vary substantially within their categories and it is 
difficult to identify reliable boundaries without any statistical approach. Therefore, it seems to be important to 
have more objective procedures to establish vocal repertoires.  

In a case study of Barbary macaques’ vocal repertoire Hammerschmidt and Fischer [1] have tested a k-means 
cluster approach to establish vocal categories. As k-means cluster procedures do not directly present the optimal 
cluster solution, they calculated two indices to assess the power of the different cluster solutions: First, they 
calculated Eta(k) which reflects the relative reduction in variance by a given cluster solution in relation to the 
overall variation of the unpartitioned data set ('Zero-model'). With a growing number of clusters Eta increases 
successively. Therefore, it is mainly of interest to identify peaks in the course of Eta, which indicate promising 
cluster solutions. This can be done by a coefficient (pre) which describes the relative improvement in the 
reduction of variance compared to the previous solution (pre(k)=1-(sum of squares(k)/ sum of squares(k-1)). 

The most difficult part conducting such cluster approaches is the identification of relevant acoustic variables. A 
high number of variables make it difficult for cluster algorithms to find appropriate cluster centers. In addition, 
acoustic parameters are often highly correlated which can shift the result in the direction of these parameters. A 
principle component analysis (PCA) can be a useful strategy to reduce the number of acoustic parameters. In 
addition the factors of a PCA are uncorrelated and can be used instead of the original acoustic variables. 
However, cluster analyses based on factor loadings have a tendency to find a lower number of clusters. 
Therefore, we decided to estimate the best cluster solutions for all possible combination of characteristic acoustic 
variables.  

In a last approach we focused on question whether classical cluster algorithms based on Euclidean distance 
measures are really the appropriate tool to describe vocal repertoires of nonhuman primates. As mentioned at the 
beginning the categorical perception of a receiver must not work in Euclidean fashion. To achieve this goal we 
replaced the Euclidean distance measure by a log-likelihood distance measure. This probability based distance 
has the additional advantage to be able to handle both continuous and categorical variables. We used a two-step 
cluster procedure and took the Schwarz-Bayesian criterion (BIC) as measures of the best cluster solution. In the 
talk we will present data of vocal repertoires of Barbary macaques and Baboons as examples of graded and 
discrete vocal repertoires and compare the results of the different approaches. 
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Abstract 

Highly conserved brain neuropeptides, such as oxytocin (OT), vasopressin (AVP) and the newly described 
neuropeptide S, have the potential to regulate elementary social abilities, i.e. social approach and social 
preference, social fear as well as individual social memory. These social skills are essential for functioning social 
communication among conspecifics. To provide evidence for neuropeptide-dependent social abilities we 
established and further developed, respectively, various behavioral assays like the social recognition/social 
discrimination, the social preference and the social fear conditioning paradigms. The involvement of 
neuropeptides in these behaviors is investigated using central pharmacological manipulation and in vivo 
microdialysis. 

Introduction 

Besides of the general interest in social behavior regulation by neuropeptides, there is substantial interest in the 
regulation of abnormal sociability accompanying various psychopathologies including depression, bipolar 
disease, autism or anxiety disorders. To reveal the neurobiological underpinnings and to further understand the 
involvement of OT and AVP also from a translational perspective in human sociability, appropriate animal 
models are essential. 

Here, we will describe our efforts to establish and employ rodent models of social behaviors resembling human 
behaviors including the social recognition (social discrimination paradigm), a test for social approach, as well as 
an experimental setup to test for social fear using a social fear conditioning paradigm in rats and mice where 
appropriate. 

Methods and Paradigms 

Social discrimination. The ability of adult male rats and mice to discriminate between a previously encountered 
(same) and a novel con-specific was tested in the social discrimination test according to Engelmann et al. [1] 
with some important modifications [2]. The social stimulus, i.e. a male juvenile, was introduced into the home 
cage of the experimental male rat or mouse for 4 min (acquisition period). After a defined inter-exposure interval 
(consolidation period), the same stimulus was re-introduced along with a novel conspecific for 4 min (retrieval 
period). The percentage of time investigating the same and the novel stimulus animal during the retrieval period 
was calculated. A lower investigation time directed towards the same versus the novel stimulus was interpreted 
as social recognition and memory. 

Social preference. As recently described [3], adult male rats or mice were placed in a novel arena allowing a  
30- sec habituation period. Then, a small empty wire-mesh cage (object stimulus) was placed at one side wall of 
the arena for 4 min (rats) or 2.5 min (mice). The empty cage was then exchanged by an identical cage containing 
an unknown male con-specific (social stimulus) for additional 4 min (rats) or 2.5 min (mice). Before each trial, 
the arena was cleaned with water containing a low concentration of detergent. In rats, all tests took place during 
the active phase starting one hour after lights off using an unknown male rat as social stimulus. Mice were tested 
in the early light phase (one hour after lights on) using an unknown male mouse as social stimulus. 

Social fear conditioning. As described in great detail recently [4], social fear can be characterized using a 
novel social fear conditioning paradigm for mice. For social fear conditioning (day 1), mice were placed in the 
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conditioning chamber and, after a 30-s adaptation period, an empty wire mesh cage was placed as a non-social 
stimulus near one of the short walls. The mice were allowed to investigate the non-social stimulus for 3 min, 
before it was replaced by an identical cage containing an unfamiliar male mouse. Unconditioned mice were 
allowed to investigate the social stimulus for 3 min. Conditioned mice were given a 1-s electric foot shock 
(0.7 mA, pulsed current) each time they investigated the social stimulus, defined by direct contact with the 
mouse. The time mice spent investigating the non-social stimulus served as a pre-conditioning measure of non-
social anxiety. Extinction (day 2 or 15). To investigate whether conditioned mice displayed social fear and 
whether this fear could be extinguished, social investigation was assessed in the home cage 1 or 15 days after 
social fear conditioning for short-term and long-term social fear, respectively. Extinction recall (day 3 or 16). To 
investigate whether repeated exposure to social stimuli during extinction leads to a complete reversal of social 
fear, social investigation was assessed in the home cage 1 day after extinction. Extinction recall consisted of 
exposing the mice to six unfamiliar social stimuli for 3 min, with a 3-min inter-exposure interval. 

Pharmacological manipulation. In order to manipulate the respective neuropeptide system, neuropeptide 
synthetic agonists or antagonists were infused either icv or directly into a brain target region via previously 
implanted guide cannulas (2 mm above the right lateral ventricle or bilaterally above the region of interest). 
Drugs were infused mostly 10 to 20 min before behavioral testing. 

Animals received either an icv or a bilateral infusion into the region of interest of either synthetic OT/AVP 
(exogenous stimulation; rats: 0.01-0.1 µg), a selective receptor antagonist (blockade of endogenous release; rats: 
0.1-0.75 µg, mice: 2-20µg), or vehicle via an infusion cannula. 

Intracerebral microdialysis. For measurement of intracerebral oxytocin or vasopressin release during ongoing 
behavioral testing in the social discrimination paradigm we implanted a microdialysis probe stereotaxically in 
the respective target region (lateral septum). Two days later, five consecutive 30-min dialysates (3.3 µl/min, 
Ringer, pH 7.4) were collected during the social discrimination procedure: dialysates 1 and 2 were taken under 
baseline (undisturbed) conditions, dialysate 3 during the social memory acquisition period starting with the 4-
min exposure to the first 3-week-old rat, and dialysates 4 and 5 were taken thereafter. Microdialysates were 
collected and vasopressin/oxytocin content was quantified using a highly sensitive radioimmunoassay. 

Involvement of central neuropeptides in social behaviors 

We provide further evidence for the a prominent role of OT and AVP in basic social behaviors, i.e. social 
approach and social recognition in male rats and mice, that are prerequisites for diverse social behaviors like 
aggression, sexual behavior, and pair bonding. Furthermore, we present a new model for measuring conditioned 
social fear in mice.  

Naturally, male rats and mice demonstrate a preference for social stimuli over non-social stimuli. We 
demonstrated that the social preference behavior in both rats and mice is dependent on the endogenous OT 
system. Thereby, we provided first evidence for the involvement of endogenous OT in social approach behavior 
and affiliation towards a same-sex social stimulus in rodents, which is thereby not linked to reproductive 
behavior. We also demonstrated that social stressors, like acute social defeat, significantly impair social 
preference. Social defeat caused social avoidance in male rats when tested in the social preference paradigm, and 
synthetic OT was able to reverse such social deficits in rats, but could not further elevate social preference 
behavior in normal, undefeated rats. 

Concerning the involvement of OT and AVP in rodent social cognition, we demonstrated that brain OT is 
required for the consolidation of social memory in male rats and mice. We demonstrate that OT receptor 
activation in the lateral septum is needed for social memory, whereas OT receptor activation in the medial 
amygdala is important for social memory for adult females only. This suggests a key role for the medial 
amygdala in mediating social memory depending on the biological relevance of the social stimulus.  

Endogenous AVP release into the lateral septum of male rats was measured, accompanying social memory 
acquisition during social discrimination. This not only supports the involvement of septal AVP in male social 
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recognition, but also provides evidence that septal AVP  release can also be triggered during a non-aggressive 
encounter.  

We also measured AVP release within the lateral septum of postnatally stressed male rats (maternal separation) 
during social recognition. We found a blunted AVP release in response to the initial social stimulus during social 
recognition in these postnatally stressed rats. Control experiments, using non-social stimulation, proved that this 
blunted release was specifically related to the social stimulation. Finally, the impairment in social recognition 
was causally linked to the blunted AVP release during social memory acquisition, as administration of synthetic 
AVP enhanced social recognition abilities of  stressed rats to the level of unstressed rats. These findings strongly 
imply a link between a deficient central AVP signaling and social cognition deficits in rats. 

Neuropeptide S tested in the social discrimination and social preference paradigms had no effects on social 
behavior. 

Using the social fear conditioning paradigm we can show that by administering electric foot shocks during the 
investigation of a con-specific (social fear conditioning), social investigation can be severely reduced for both 
short- and long-term periods. In contrast, other behaviors such as fear of novelty, general anxiety, depressive-like 
behavior, or locomotion were found unchanged, which is indicative of specific social fear as a result of social 
fear conditioning. Both diazepam and paroxetine were able to reverse social fear thus validating the model.  

Thus, our models of social preference/social avoidance, and of social fear conditioning provide unique animal 
models for increasing our understanding of normal and dysfunctional social behaviours, in particular of social 
fear as element of social anxiety disorders and for developing and testing novel treatment options. 
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Introduction 

Phonetic imitation plays an important role in human interaction in that it reflects the closeness of the social bond 
between two individuals. Past studies have indicated the importance of the region between 50 Hz to 300 Hz (the 
fundamental frequency (F0) region) which is the most important source of information regarding emotions, 
stands and attitudes in the voice [1,2]. The same region also provides acoustic information for imitation 
exploited in promoting social convergence and status accommodation [3-8] and expressing ingroup-outgroup 
bias [9]. Interestingly, there appear to be large individual differences in speakers’ ability to imitate F0. Using the 
shadowing task paradigm, originally introduced by [10], a recent study [11] found a considerable amount of 
variation in F0 accommodation, with some subjects actually diverging from the F0 of the model talker.  

We hypothesized that the individual differences in speakers’ ability to imitate F0 may at least partly be due to 
their neurocognitive ability to extract information about pitch from the speech signal. In particular, due to 
neuroanatomical differences found in the lateral Heschl’s gyrus (the ‘pitch processing center’), some listeners 
show an auditory perception bias for the sound as a whole (fundamental listeners), while others (spectral 
listeners) focus on its harmonic constituents [12,13]. The auditory perception bias has been almost exclusively 
analyzed in the context of musical training, but the results of individual studies indicate that it may also affect 
linguistic performance [14,15]. This study is the first attempt to explore the role of perception bias in imitation 
and thus its possible impact on social convergence. 

Experimental study 

Participants. Eighty-eight Dutch native speakers (67 female) between the age of 17-25y (M=20.48, SD=2.12) 
participated in the experiment for course credit. None of them reported any hearing difficulties. Fourteen of the 
participants were left-handed; about a half of the experimental group described their musical proficiency as low 
to average, the other half assessed their proficiency as high to professional. 

Measuring auditory perception bias. Participants’ auditory perception bias was determined with a variation of 
the psychoacoustic perceptual test described in [16], [17] and [18]. For the perceptual test, we constructed 36 
pairs of complex harmonic tones, all 160 ms long, that consisted of 2-4 harmonics, with the same harmonic 
composition as employed by [17]. Participants were asked to categorize 18 perceptually ambiguous stimuli 
consisting of two complex tones, A and B, that were composed of a number of upper harmonic tones with the 
same highest harmonic but different levels of virtual fundamental pitch (derived from the harmonics as the best 
fit) and spectral pitch (based on the lowest harmonic). For example, the sequence A = (800 Hz + 1000 Hz) and B 
= (667 Hz + 1000 Hz) would be perceived as rising by a fundamental listener who would derive the missing F0 
to be 200 Hz for tone A and 333 Hz for tone B; it would, however, be perceived as falling by a spectral listener 
who would focus on the lowest harmonics, i.e., 800 Hz and 667 Hz. The other 18 stimuli served as control trials 
in that their interpretation is unambiguous but helps to determine a participant’s level of attention to the task. 
Listeners were instructed to categorize each experimental stimulus (tone pair) as either ‘rising’ or ‘falling’, 
depending on their perception of the sequence. Based on their answers, we calculated their individual 
‘Coefficient of Sound Perception Preference’ (Dp) using the formula Dp = (F-Sp)/(F+Sp), where F is the number 
of virtual fundamental classifications and Sp the number of spectral classifications. We calculated the ‘Listener 
Attention Coefficient’ (DA) as the proportion of correctly categorized unambiguous stimuli. In order to test the 
validity of the perceptual test, we repeated the measurement approximately one month later under the same 
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conditions with a subset of the participant set (N=64). The Shapiro-Wilks test of normality revealed that the 
coefficient Dp was not normally distributed in our experimental group: the majority of our participants performed 
as fundamental listeners (Mean_Dp=.397, SD=.406). A comparison of the first and the second measurement 
showed that even without feedback, repeated exposure to the ambiguous stimuli results in a shift towards 
fundamental auditory bias (Spearman’s rho = .69, p < .0001). In order to explore the possibility that the 
difference between the first and the second measurement of participants’ sound perception preference was due to 
the level of attention devoted to the task, we compared the absolute difference between the first and the second 
Dp to the attention coefficient DA. The correlation between  the attention coefficient DA in the first measurement 
and the | Dp1 - Dp2 | was significant (Spearman’s rho = -.35, p < .01), indicating that poor attention to the task in 
general may have been the reason for the observed shift in Dp. In the subsequent analysis relating speakers’ 
perceptual bias to their ability to imitate F0 in a shadowing task, we used the value of  Dp collected during the 
first measurement (i.e., in the same session as the shadowing task). We excluded the data from participants 
whose attention coefficient DA was lower than .9, i.e. those who classified two or more of the unambiguous 
stimuli incorrectly; this results in a sample of N=41. 

Shadowing task. The material used during the shadowing task consisted of 16 sentences (8 declaratives and 8 
interrogatives)  that were presented four times in different orders to each participant. During the first and the 
fourth presentation, the sentences were presented one-by-one on a computer screen and the participant was 
instructed to read them in a neutral manner. During the second and the third presentation, the material was 
presented in an auditory form through a Sennheiser HMD26-600 headset. The participant was asked to repeat the 
sentences as precisely as possible. For model talkers, we used four different Dutch speakers (two male and two 
female) who were selected from a set of ten candidates on the grounds of speech clarity and lack of regional 
accent. The model talkers pre-recorded the 16 sentences in a soundproof booth with a Sennheiser HMD26-600 
mic headset. Per participant, we used the recordings of a single model talker in order to increase exposure to the 
model talker’s pitch. The participants were randomly divided between two experimental conditions; half of the 
participants heard full speech recordings while the other half heard recordings that were filtered with a 300-Hz 
high-pass Butterworth filter implemented in the Signal Processing Toolbox in Matlab. We calculated the ‘Degree 
of F0 Imitation’ by subtracting the absolute difference between the second and third F0 measurement (where the 
participant was shadowing) from the absolute difference between the model talker’s F0 and the participant’s F0 
in the first measurement (baseline). Thus, a positive value of the ‘Degree of F0 Imitation’ indicates that the 
participant adapted to the model talker’s F0, a negative value means the participant diverged and 0 represents no 
measurable change in mean F0. Given the considerable size of the speech corpus that was collected (5632 
utterances in total), for the purpose of the analysis reported here, we focused solely on the initial voiced segment 
in one of the interrogative sentences (‘Kan ik bij een vertraging mijn geld terug krijgen?’ - “Can I get my money 
back in case of delays?”). The segment was extracted using a semi-automatic method and the pitch was 
determined with the autocorrelation method in Matlab. 

The F0 measurements were analyzed with multiple regression with the between-subject condition F0 Filter (full 
speech signal vs. signal with frequencies above 300 Hz) and the participant’s Coefficient Dp as predictors and 
the Degree of F0 Imitation as the dependent variable. As shown in Table 1 and 2, respectively, there was a main 
and interaction effect of the two predictors on the Degree of F0 Imitation, both for the second measurement (the 
first time the participants were shadowing the model talker’s speech), F(2,38)=3.443, p<.05, as well as for the 

Table 1. Summary of Multiple Regression Analysis for the Degree of F0 Imitation in the second measurement (N=41).  
_________________________________________________________________________
Variable       B  SE(B) Beta t Sig.(p) 
___________________________________________________________________________________________________ 
 
F0 Filter         50.71  16.20 .591  3.130   .003 
 
Coefficient Dp         51.36  18.31 .443  2.805   .008 
 
F0 Filter * Coefficient ∂p       -81.08  36.62     -.400  -2.214  .033 
 
___________________________________________________________________________________________________ 
Note. r2=0.252  
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third measurement (the second shadowing), F(3,37)=3.065, p < .05. This result shows that more fundamental 
listeners are better in F0 imitation than less fundamental (spectral) listeners, especially in conditions where the 
F0 information is missing and needs to be derived from the speech signal. 

Concluding Discussion 

In the study reported here, we used the standard psychoacoustic perceptual test with missing fundamental 
frequencies to determine a speaker’s listener bias. In general, a listener’s ability to perceive the missing F0 plays 
an important role in sound perception in that it helps to track prosodic contours in speech even when they are 
masked by noise or not transmitted [19], as in phone speech where the region up to 300 Hz is missing. The 
outcome of the task is somewhat dependent on the composition of the stimuli with the missing fundamental (the 
number of harmonics favors either the fundamental - for 4 harmonics, or the spectral - for 2 harmonics - 
interpretation; see [20]). Given that of the 18 ambiguous trials, 12 consisted of 3 and 4 harmonics, the task as 
such may have favored fundamental perception bias, which might explain the skewed distribution of the 
coefficient ∂p  in our participant group. A future study may therefore involve a more balanced composition of the 
stimuli, possibly also varying their length [21]. A comparison of the coefficient ∂p measured at two different 
moments within a one-month period shows that the coefficient is not stable. In particular, we observed a slight 
shift towards a more pronounced fundamental perception, which correlated with the participant’s attention to the 
task. Interestingly, a similar training-independent increase in the salience of the virtual fundamental pitch has 
been earlier reported by [22], who ascribed it to learning-induced long-term plasticity reflecting the biological 
relevance of pitch sensation [23]. We subsequently collected speech data in the classical shadowing task with 
two conditions, one with a full speech signal and one with high-pass filtered speech above 300 Hz. In both 
conditions, speakers with fundamental listener bias adapted more to the F0 of the model talker; as might be 
expected, the effect was more pronounced in the high-pass filtered condition. This result suggests advantages for 
fundamental listeners in communicative situations where F0 imitation is used as a behavioral cue. Future 
research needs to determine to what extent auditory perception bias may be influenced by training and whether it 
affects other social processes that rely on parsing of the prosodic information. 
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Sound aspects of avian singing 

Many animals use sounds for communication. Calls and songs often serve functions that have direct fitness 
consequences, for example in warning for predators, defending critical resources, and attracting mates. The tight 
link with fitness makes such sounds suitable for studying the impact of natural selection on vocal variation and 
the consequences for evolutionary change in acoustic signals. Birds are well-known and well-studied with 
respect to acoustic behaviour. Most species have a repertoire of calls but the majority of studies have addressed 
the typically most prominent vocal behaviour of singing. The two most important functions of singing in birds 
concern defending a territory for food, nesting and hiding places and attracting a social partner for mating. 
Visual cues often also play an important role in avian communication, such as during display of colours and 
plumage patterns or during courtship rituals and song flights. However, sounds, in concert with visual cues or by 
themselves, are a prime communication channel for the majority of all birds.  

The importance of acoustics in animal communication in general and for birds in particular is closely related to 
features that are more or less specific to sound. For example, sound can travel over relatively large distances, 
does not rely on the presence of light, and is relatively little affected by obstacles such as leaves and branches. 
Furthermore, sound is multidirectional both from the perspective of the sender as from the receiver of a signal. 
Acoustic signals radiate away in all directions with only relative amplitude being affected by the facing direction 
of the singing bird. Similarly, receivers hear acoustic signals coming in from all directions and do not need to 
face the source direction to detect its presence. Although sounds have many benefits for communicating animals, 
there are also several environmental factors causing problems. Attenuation and degradation of signals during 
transmission though the environment and interference of other sounds can lead to selection on the acoustic 
design of signals. Especially the latter impact of ambient noise on production and perception of acoustic signals 
has received a lot of recent attention due to the global rise of anthropogenic noise. 

Noise impact factors 

Natural habitats are full of natural sounds from abiotic sources, such as wind and water flow, and biotic sources, 
such as calling frogs and singing birds. However, human activities elevate these ambient noise levels artificially. 
The so-called anthropogenic noise from traffic, industry, and recreational activities concerns a global pollution 
factor which is still expanding in time and space. The artificially high noise levels are typically of relatively low 
frequency and can cause many different problems such as physical damage in cases of extreme overexposure, 
physiological stress, and auditory masking, which are all factors that an animal is more or less passively 
undergoing (see Figure 1). Furthermore, anthropogenic noise may lead to spatial deterrence, behavioural 
interruption, and signal modifications, which are all factors that involve some sort of active response from the 
animal. The three passive factors are typically positively related: if one is getting worse the others are likely to 
follow the same pattern. An increase in any of the three passive factors also increases the probability that any of 
the three active factors occurs. Vice versa the opposite may be the case: the active factors have the potential for 
providing relief on the passive factors by reducing the level and duration of exposure.  

Many negative effects of increased noise levels along highways, in cities, or at industrial sites, have been 
confirmed for birds [1]. It has for example been shown that anthropogenic noise causes passive effects such as 
increased heart beat in birds (physiological stress), reduced mating success (auditory masking), and reduced 
reproductive success (through physiological stress and/or auditory masking). There are also reports on birds that 
start singing at more quiet times of day and/or stop singing after bursts of noise or with rising noise levels 
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(behavioural interruption). Especially common are reports on birds singing louder or higher in frequency, or with 
more concentrated sound energy bands in more noisy conditions (signal modification). Patterns of noise level 
dependent song frequency use have been found both between and within populations. Great tits (Parus major) in 
cities across Europe, for example, were found to sing with consistently higher minimum frequency on average 
compared to birds in nearby forest sites [2]. Individual great tits in and around Leiden were also found to have a 
repertoire of song types with higher minimum frequencies if they had a relatively noisy territory compared to 
nearby birds that were singing further away from traffic.     

Mechanistic explanations 

These patterns of noise-dependent frequency use in birdsong raised the question whether the association had 
emerged at an evolutionary, ontogenetic, or more immediate temporal scale [3]. Habitat-dependent selection 
could drive micro-evolutionary changes and explain song differences between populations in relatively noisy and 
more quiet habitat, but the urban habitat and the rise in traffic noise is relatively recent and is also less likely to 
be an explanation for variation between individuals in territories that differ in noise level but are only a few 
hundred meters apart. Reduced audibility at noisy sites of low-frequency relative to high-frequency songs could 
result in a noise-dependent bias when young birds are building up a song repertoire from memorizing what they 
have heard in their surroundings. This possible mechanism could account for patterns between and within 
populations, but would not allow for more rapid frequency modifications in response to current fluctuations in 
noise level. Such ability of relatively immediate flexibility was revealed in great tits for the first time using 
experimental exposure tests in the field. 

Singing great tits were exposed to traffic-type ‘city noise’ to test for changes in frequency use before, during, 
and after the period of artificially increased ambient noise level [4]. It turned out that this species was not 
shifting upward in frequency by singing a specific song type at higher frequencies, but that it used a noise-
dependent way of switching between song types. Individual birds that were exposed to noise continued to repeat 
song types for longer when these song types had a minimum frequency that was relatively high. If they happened 
to sing a song type with a minimum frequency that was relatively low, there was more masking and they 
switched more quickly. These tendencies provide an explanation for the correlations between song frequency 
and noise levels through a noise-dependent assortment: low song frequencies with quiet conditions and high 
song frequencies with noisy conditions. Interestingly, this means that the spectral adjustment to noise is actually 
achieved in great tits by temporal adjustment (singing particular song types for shorter or longer periods). 

Spatial Deterrence

Behavioral Interruption

Signal Modification
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Physical Damage
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Auditory Masking
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Noise Impact on birds

++
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Figure 1. Schematic overview of six dominant factors that may play a role in assessing the impact of anthropogenic noise on
bird welfare and fitness. The arrows indicate the relationship between factors. The ‘passive’ factors on the left reflect
consequences of undergoing a particular exposure, which typically also increase the probability of occurrence of the ‘active’
factors on the right. The ‘active’ factors, in contrast, involve behavioural decisions by the individual that are likely to reduce
the severity of the ‘passive’ factors. The purpose of this subdivision into categories is just to emphasize the complexity of
noise impact assessments as, although the overall representation is generally true, the relative importance of factors and the
magnitude and even direction of the relationships will vary per exposure level and duration, per species, and with
physiological and environmental conditions. The dashed line block demarcates the focus of the reported experimental noise
exposure studies.  
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However, although immediate flexibility can explain all patterns of noise dependent frequency use between and 
within populations, a contribution of micro-evolutionary or ontogenetic changes can not be excluded yet.   

Methodological issues of experimental exposure 

Collecting song recordings 

Noise-dependent frequency use may contribute to survival ability of birds in environments heavily exposed to 
anthropogenic noise [5]. It is therefore important to collect more song recordings and study more species that 
have a different singing style than the great tit to investigate whether they can also achieve spectral adjustment 
and in what way. Comparative data will eventually provide insight into the species requirements for behavioural 
flexibility under noisy conditions and has the potential to help in predicting and mitigating noise impact in the 
context of conservation. Planning and conducting new studies starts with checking previous investigations to sort 
out, for example, how the singing styles of potential target species compare to e.g. the song type repertoire style 
of singing of the great tit [4] or the syllable repertoire style of singing of the chiffchaff (Phylloscopus collybita) 
[6].  

It is important to get enough song recordings with and without anthropogenic noise, or with low and high levels 
of ambient noise, that are not affected by any other acoustic disturbance. Songs or calls of other animal species 
overlapping the song recordings of the target individual have the potential to impede accurate measurements. 
Prominent activity of other individuals of the same species is also better avoided as in that case social 
stimulation may cause dramatic fluctuations in song characteristics that may overrule noise-dependent vocal 
changes. Ten clear song recordings or more in each noise level category should do for most types of analyses. It 
is good to realize in this context that bird species singing with so-called eventual variety will repeat one song or 
syllable type for a number of times before switching to another. Bird species singing with so-called immediate 
variety will sing another variant every other song they sing. And then there are also species that are single song 
type singers which have only variety in the spectral and temporal details of the one song variant they 
continuously sing. This type of variety among species has the potential to affect the sample distribution and can 
play a critical role in understanding the mechanism underlying noise-dependent song characteristics, as revealed 
for the great tit.  

Experimental exposure conditions 

The target of experimental exposure experiments in the field is to induce a rise in traffic-like ‘city noise’ at the 
position of a singing bird while all other factors remain the same as much as possible. Keeping recording periods 
for songs under different noise conditions, before, during, and possibly also after experimental exposure, as close 
as possible together in time will guarantee the optimal extent of condition similarity. Acoustic data collection on 
free-ranging animals always requires sensible action by the investigators. Approaching a singing bird off-trail, 
setting up equipment that is a-typical to be there, pointing at the target individual with a long and pointy dark 
microphone, and staring at it repeatedly by one or more investigators for the duration of the trial, will all make 
the probability higher that the bird will stop singing (see Figure 2). It may also fly away to another perch to 
resume singing at a distance from the speaker planned to use for the experimental noise exposure. However, 
careful operation and selection of optimal distances for the recording and playback equipment, which will 
depend on season, specific target species, and local habituation to people, will usually allow getting sufficient 
recordings.  

It is important to consider the implications of stimulus choice for the noise exposure file to be played back to the 
target bird. Different approaches are possible to avoid the problem of pseudo-replication when using just a single 
recording of traffic noise as the overlapping noise stimulus file. One can apply a replicated set of traffic noise 
recordings [7] or generate a completely artificial sound file with an average traffic-type noise spectrum [4]. Note 
that alternative masking approaches have the potential to get answers to more fundamental research questions. 
One can apply for example a noise stimulus file which is below and non-overlapping in frequency with the song 
frequency range of the target species [8] or which is similar to ‘city noise’ but spectrally reversed; putting most 
energy at higher frequencies and masking the upper instead of the lower part of birdsong more [4].  
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It is also important to assess the background noise levels and the achieved rise in noise levels after the trial is 
over at the song perch used by the focal bird during exposure. Note that the noise level broadcasted through the 
speaker will decline with 6 dB per doubling of distance. This means, when you playback a noise file at 90 dB(A) 
as measured at one meter in front of the speaker, that the noise exposure level will range between 72 and 66 
dB(A) at a distance between 8 and 16 meters in the direction at which you have pointed the speaker. Also note 
that the noise spectrum at the bird will be determined by the natural spectrum of the background noise together 
with the artificial spectrum, which is dependent on the noise stimulus file, the broadcasting properties of the 
speaker, and site-specific attenuation and reverberation. As the noise coming from the speaker will also affect 
the recording quality of the singing bird, it is best to use a highly directional microphone pointed at the bird and 
away from the speaker. An optimal recorder position is at a side of the speaker and pointed parallel to the 
broadcasting direction. Furthermore, getting as close as possible to the bird and as far as possible away from the 
speaker, positioning some natural objects in between microphone and speaker if possible, will guarantee the best 
recording quality for measurements. 

Sonographic measurements 

A variety of measures can be taken from sonographic representations of the recorded songs, which will depend 
partly on the target bird species and on the acoustic software used. Interesting temporal parameters include the 
duration of song bouts, individual songs, syllables, elements, or intervals between particular song units. Note that 
the start of a sound is typically a very accurate and reliable measure, while the assessment of the end of a sound 
is typically affected to some extent by reverberations or echoes. The associated measurement error increases in 
relative importance with decreasing duration of the song units and is only a problem when reverberative qualities 
of the environment co-vary with noise conditions. Interesting spectral parameters include: the minimum and 
maximum frequency, which are typically assessed by marking the lowest and highest visible trace on the 
sonogram attributed to the bird’s song; the so-called peak frequency, which is the frequency at any particular 
moment in the song with the highest amplitude, and the dominant frequency, which is the frequency with the 
highest level of accumulated energy over the duration of the target song unit. Note that this terminology is not 
always consistent across publications and across software packages. So, always check the details of acoustic 
definitions. Some software packages, such as Avisoft Bioacoustics (http://www.avisoft.com/), have the option to 
extract additional and potentially interesting measures on the energy distribution within the song frequency range 
by providing spectral demarcation values for energy quartiles below which 25%, 50%, and 75% of all energy is 
concentrated [8]. 

Measuring spectral changes in song recordings from quiet and noisy periods has the potential for noise-related 
artefacts. These artefacts can yield measurement biases away or in the direction of the expected changes in 
noise-dependent vocal production. This is especially true for minimum and maximum frequency and less true for 
peak and dominant frequency. The extent and direction of this potentially problematic measurement error 
depends on the software program and the extent to which measurements rely on cursor placements on the 
sonographic display. Note that more digital assessments are typically more objective but also less accurate than 

Figure 2. Cartoon by Mart Ottenheim showing an example of how experimental noise exposure can interrupt natural singing
behaviour of a free-ranging bird. 
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manual assessments. Our visual interpretation of sonographic traces of signals and noise are usually best to rely 
on. A double-blind procedure with the measurements being taken by somebody unaware of the presence or 
absence of treatment is difficult as the noise level is always audible and at least visible to some extent. The best 
way to go is to assess the potential measurement error by conducting a playback-rerecording session with known 
signal properties and controlled variation in ambient noise level at the position of the microphone [6]. Note that 
also the energy distribution values, as measured in for example Avisoft Bioacoustics, are potentially affected by 
noise conditions, as they accumulate energy from birdsong as well as ambient noise, and they are therefore only 
feasible with high signal-to-noise ratios. An advantage is, however, that in this case the potential measurement 
artefact due to experimental noise exposure is typically in the opposite direction of the expected change in song 
frequency use. 

Conclusions 

Vocal communication often plays a critical role in the life of birds while noisy human activities are deteriorating 
acoustic conditions for signalling in and around cities, along highways, and in the vicinity of airports. Spectral 
song adjustments seem a general ability among bird species that persist in such noisy areas, although the relief of 
the negative impact from masking noise is not straightforward due to compromises on signal value related to the 
adjustment [9]. Nevertheless, the use of higher frequencies reduces the extent of masking by anthropogenic 
noise, which usually has a bias to relatively low frequencies. Experimental exposure provides a tool to 
investigate the underlying mechanism and an opportunity to compare different species with different singing 
styles and different coping abilities. Methodological concerns involve aspects of both the data collection in the 
field as the data processing in the laboratory. However, recognition of potential problems and applying adequate 
solutions provide perfect opportunities for future studies by which we can gain fundamental understanding about 
the ecology and evolution of signal plasticity. At the same time, this information may become of applied value in 
a world that is becoming ever more noisy due to human activities. 
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Abstract 

Disturbed social interaction is seen in many psychiatric and neurological disorders. The majority of animal 
models used in the pharmaceutical industry, however, do not allow assessment of social behaviors. This may due 
to the beliefs that measuring social behavior is too labor intensive, lacks robustness, or is too complicated to 
measure. Here, we describe two models of social domination: Dominance Submissive Behavior and Social 
Isolation-Induced Aggression. These models can be useful to estimate efficacy for compounds that may be 
beneficial for treatment of depression, mania and disorders with symptoms of enhanced aggressive behavior such 
as Alzheimer’s disease and schizophrenia. We demonstrate, by showing data of training sessions and effect 
imipramine on established submissive behavior, that Dominance Submissive Behavior can be studied in a 
simplified setting with automatic color recognition video tracking. In addition, we show that the level of 
aggressive behavior in mice can be easily assessed with simple “real time” latency measurement. However, the 
example of effect of buspirone indicates that detailed analysis of drug-induced effects can be partially 
automated, but require manual inspection of behavior of video analysis played back on reduced speed. Finally, 
training data from both models indicate that selection of animals that show reliable dominant/submissive or 
aggressive behavior is essential for drug testing. 

Introduction 

Disruption of social behaviors is symptoms that occur in many psychiatric and neurological disorders. Yet, the 
use of animal models allowing assessment of social behavior in drug discovery is limited. Here, we evaluate two 
models that may allow estimation of efficacy profile of compounds in preclinical drug discovery. Dominant 
submissive behavior models tax hierarchy formed through social interactions and can be based on naturally 
competition for various resources [1]. Dominant submissive behavior has been described for rodents in special 
designed arenas. Dominant behavior has been shown to be attenuated by antimanic drugs, whereas submissive 
behavior can be reduced by antidepressant drugs [2]. Here, we evaluate effects of the antidepressant drug 
imipramine in standard behavioral equipment (open field) with video tracking analysis approach. 

Aggressive behavior has been described in disorders such as schizophrenia and Alzheimer’s disease [3,4]. These 
symptoms are distressing for the patients, but also for caregivers and family members. For Alzheimer’s disease, 
aggression is often the catalyst for institutional care [4]. Various animal models have been described. Here, we 
evaluate the development of aggression social isolated animals and compare various analysis methods to detect 
the effects of 5-HT1A receptor partial agonist buspirone in aggressive mice. 

Methods  

Animals 

Male Han Wistar rats (Janvier, France, weighing between 250-300g) housed in groups of four were used for 
Dominant Submissive Behavior. Male Swiss OF1 (residents, purchased form Charles River, Germany) and 
NMRI (intruders, purchased from Janvier, France) 6 weeks of age at arrival were used for social isolation-
induced aggression. Residents were single housed for 4-6 weeks before the start of an experiment. Intruders were 
housed in groups of five. Animals were kept under standard laboratory conditions (21±1 °C air temperature and 
55±15% humidity), with free access to food (except for Dominant Submissive Behavior) and water. 
Experimental procedures were approved by Abbott’s Animal Welfare Officer, and were performed in 
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accordance with the recommendations and policies of the U.S. National Institutes of Health “Principles of 
laboratory animal care” (1996 edition), and performed in an AALAAC certified institute.  

Dominant Submissive Behavior 

Training: Animals were tested in pairs (same composition throughout the experiment) derived from different 
home cages, once a day, five days a week. A test session lasted for 5 min and started by placing the pairs in an 
open field arena (60 x 60 cm) with a centrally inserted beaker glass (50 ml, 6 cm diameter in a hole in the floor 
plate) with condensed milk (Cat milk, Attika, < 0.4% lactose). Animals were color marked on their head and 
neck. During the session, a video recording was made of the central area of the arena. The time the color mark 
covered the beaker glass was analyzed by video tracking (EthoVision XT, Noldus Information Technology, 
Wageningen, The Netherlands) and taken to indicate time at the milk beaker. In order to make the analysis less 
time consuming, the daily recorded videos were merged to a single video. Analysis of the video in 5 min bins 
allowed analysis of single pairs. After each test, animals received laboratory chow ad libitum for only 1 hour, but 
had free access to chow during the weekends.  

Twenty pairs (from 40) showed robust and stable dominant submissive behavior and were selected for drug 
treatment. Submissive animals received imipramine (10 mg/kg) or vehicle once per day and examined for 
consecutive 3 weeks.  

Social Isolation-induced aggression. 

Resident mice were tested during a training sessions. A training session started by placing an intruder in the 
home cage of the resident, and lasted for 5 min or shorted when the intruder was attacked and the intruder 
showed submissive behavior. Resident mice were selected for aggression after 3-4 training sessions (one session 
per day), and animals with short attack latency were selected for drug treatment studies. A drug testing session 
started by placing the resident in a test arena (open field 28 x 37 cm). During the first 5 min, locomotor activity 
was analyzed using EthoVision XT. A naïve intruder was introduced for the next 5 min of the session, which 
was recorded on video. Analysis of behavior (latency to attack, and number of bites) was performed manually 
with play back at half speed. Behavior as also manually analyzed and categorized in exploratory behavior, social 
interaction and inactivity using The Observer XT (Noldus Information Technology). Buspirone was tested at 
0.03, 0.1 and 0.3 mg/kg. 

Results 

Stable and robust dominant submissive behavior was observed in approximately 50% of the tested pairs. 
Dominant animals continued to spend more time at beaker after vehicle treated animals, whereas submissive 
behavior who received imipramine did not differ from the animal that showed increased time at the beaker 
before treatment. We demonstrated that dominant submissive behavior can be measured in standard behavioral 
equipment (open field). Furthermore, merging video files reduced time spent for analysis.  

Aggression levels, in terms of latency to attack varied strongly between residents. Training data over consecutive 
days indicated that animals that show initial low attack latencies, strongly decrease attack latencies over time, 
whereas animals that show long attack latencies do not show decreased latencies over time. Approximately 50% 
of the animals showed consistently very low attack latencies and were selected for drug testing. Video tracking 
revealed that locomotor activity was dose dependently reduced by buspirone during the first 5 min before the 
introduction of the intruder. Buspirone increased latencies to attack, although a large variation of the data was 
seen for this parameter. Number of bites was less variable, and reduced by the highest dose of buspirone. 
Buspirone tended to increase the time spent inactive, but had no effect on social interaction time or exploration 
time. 
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Discussion 

Here, we demonstrated that dominant submissive behavior can be studied in standard behavioral equipment 
(open field). Video recording and analysis allows behavior testing in multiple arenas simultaneous. In order to 
enhance sensitivity of the recording, only the center of the open field, including the beaker glass was recorded. 
This enhances the ratio background to target (colored spot on the animals), and allows more flexibility in light 
settings. This is particularly of interest when several arenas are in use, placed next to each other. Video recording 
results in large data files. In order to allow analysis over night, we merged the videos and rendered and tracked 
the videos overnight. Video analysis with software that allows using a “play list” would be beneficial and further 
reduce analysis time. 

The data indicate that dominant submissive behavior is established only approximately 50% of the pairs tested. 
A selection of animals is essential for drug testing. As an alternative, animals could be tested in larger groups (3-
4 rats) from the same holding cage, to estimate hierarchy in the home cage. As such, submissive and dominant 
animals could be identified in each group (ongoing evaluation). Color identification of 3-4 animals is, however, 
technically more demanding. 

Simple measurement of attack latency during training sessions is adequate to select highly aggressive animals for 
drug testing. However, analysis of the buspirone sessions indicated that latency to attack has high variability and 
the number of bites is a more robust read out. Analysis of the number bites requires the videos to be played at 
reduced speed. Video tracking data indicate that buspirone reduces locomotor activity, whereas manual analysis 
of social interaction, exploratory behavior and inactivity does not reveal an effect of buspirone. The analysis 
have been performed without intruder (video tracking) and with intruder (manual analysis), which may explain 
the difference. Alternatively, video tracking may be more sensitive. Nevertheless, number of bites was reduced 
by 60% by the highest dose buspirone, leaving social interaction unaffected. 

Dominant Submissive Behavior and Social Isolation-Induced aggression can be reliably measured with 
standardized laboratory equipment (Open field). Read out are stable and robust, however, a selection of animals 
is necessary. Automatic analysis of the behavior increases speed of analysis, but can not be applied for all 
parameters. 
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Abstract 

This symposium explores novel ways to monitor and analyse physiological brain activity in awake rodents and 
humans, for basic research purposes that addresses key aspects in cognitive and sleep research, as well as 
medically oriented applications with respect to the pharmacology and translational value of electrophysiological 
activity, and the use of biosignals for improved human-machine interfaces and a web-based platform for 
diagnosis of CNS conditions in humans. 

Specifically, the first presentation by Nadine Becker and Matt Jones (University of Bristol) explores how spatial 
information acquired in a T-maze task is encoded in firing patterns of cortical and hippocampal areas, monitored 
in rats via chronically implanted electrode arrays, and discusses how area- and task-component-specific firing 
patterns can be monitored and deciphered, and what this implies for our understanding of cognitive processes in 
specific brain areas. 

The second presentation by Valter Tucci (Genoa, Italy) investigates how genetic variables determine biological 
clocks and how information is time-stamped in the mouse brain. He will discuss the interplay between different 
time-keeping mechanisms on the basis of mouse models with mutations of clock genes, and how these affect the 
ability to time intervals at different timescales, related to sleep, circadian rhythms and an experimental timing 
task. Behavioural analysis was combined with long-term electrophysiological measures in the home-cage and 
uncovered close relations between timing behaviors and sleep physiology. 

The third presentation by Lianne Robinson and Gernot Riedel (Aberdeen, UK), embarks on pharmacological 
aspects of electrophysiological and behavioural profiles recorded in chronically implanted rodents. The talk will 
explore how sleep-wake cycles, and vigilance stage-specific EEG parameters, are affected by cannabinoids in 
mice and rats, and how this can be exploited for cognitive and therapeutic research. 

Continuing with this line of research, Karsten Wicke (Abbott, Germany) will present results from rat sleep EEG 
recordings that represent a back-translation from clinical human data to preclinical experiments and are used as a 
predictive translational model for the clinical potential of new pharmacological mechanisms. The antidepressants 
potential of drugs affecting the glutamatergic system will be discussed. 

The remaining two presentations venture further into human and clinically oriented applications. Felix Putze and 
Tanja Schultz (Karlsruhe, Germany) will present developments in the area of 'cognitive technical systems', 
which utilises a range of biosignals emitted from the human body such as EEG and muscle activity. These 
signals are measured and interpreted by machines and offer an inside perspective on human mental activities, 
intentions, or needs and thus complements the traditional way of observing humans from the outside. Current 
and future applications for this technology will be discussed. 

Finally, Björn Crüts (BrainMarker, The Netherlands) will introduce an internet-based platform for qEEG-based 
diagnosis of neurological and neurodegenerative disorders. He will focus particularly on examples regarding 
EEG markers for depression and respective treatments, to explain how their database and algorithms aid 
diagnosis and therapeutic applications in hospitals. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
166 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



Together, these presentations span a wide range of technical and methodical approaches and their applications, 
and thus provide an exciting overview of a currently booming are of research and development. 

 

SPECIAL SESSION CONTENTS (sorted by paper ID) 

Sleep, Circadian Rhythms and Interval Timing 

Valter Tucci (Istituto Italiano di Tecnologia, Genova) 

Modulation of Sleep-Wake Cycles in Mice and Rats with Cannabinoids 

Lianne Robinson, Andrea Plano, Anushka Goonawardena, Bettina Platt and Gernot Riedel (University of 
Aberdeen)  

Cognitive Technical Systems 

Felix Putze and Tanja Schultz (Karlsruhe Institute of Technology)  

Neural  Correlates  of  a  Spatial  Learning  Task  in  Parietal  Cortex,  Prefrontal Cortex and Hippocampus 

Nadine Becker and Matt Jones (University of Bristol) 

NMDA Receptor Antagonists Induce Antidepressant-Like Sleep Changes: A Translational Model from 
Rats to Humans?  

Karsten Wicke and G. Gross (Abbott, Germany) 

Quantitative EEG for the Diagnosis of Disease States  

Björn Crüts (BrainMarker, The Netherlands) and Pascal Römkens (Atrium Medical Centre, The Netherlands) 
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Sleep, Circadian Rhythms and Interval Timing 

Valter Tucci 
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Timing is a fundamental property of many biological systems, however, a systems biology approach to timing is 
still missing. Indeed, timing can be investigated at genetic/epigenetic, cellular, neuronal and behavioral level [1]. 

The temporal interplay between genetic and epigenetic mechanisms determines behavioral, physiological and 
molecular phenotypes across the organism. The understanding of how genetic sequences translate in complex 
phenotypes is a major challenge in current functional genomics. This difficulty is due to the fact that modules of 
genes co-express [2] and a particular phenotype results from the precise temporal dynamics (i.e., daily 
oscillations) of such modules.  

Single-cell organisms adapted to the environment by entraining to external stimuli (caused by the earth’s 
rotation) in order to set the time of their metabolic processes and sleep-wake rhythms evolved from this rest-
activity cycle. The success in discovering molecular loops that set the circadian clock has favored the diffusion 
of clock-like models in other fields of investigation. For instance, the presence of a pacemaker-like mechanism 
has been hypothesized in timed biological processes across many time-scales (microseconds, seconds, hours). 
Thus, lots of effort in research has been dedicated to develop comprehensive clock-like computational models 
across different timescales. 

Timing is also fundamental in cognitive processes although the mechanism by which the brain codes for timing 
is still unknown [3-5]. In mice, as in many other species, conditioning behaviors are subjected to temporal 
determinants and a brief (seconds to minutes) time interval (namely interval timing) itself may embody the 
proper information to be learned. 

However, as the mechanisms to time information across different timescales vary, we investigate timing at 
different timescales and at systems level [6]. An integrated investigation of timing mechanisms represents a 
powerful instrument to understand strategies that evolution has developed to timestamp information in daily life 
[1]. Here we will present evidence that support the use of mice in understanding the biology of timing properties 
in cognitive, circadian and sleep homeostatic processes. In particular, by studying mouse models in which 
specific genetic and epigenetic variables were manipulated, we identified a series of abnormal timing and sleep 
phenotypes. 

We investigated cognitive timing in circadian and genomic imprinting mutant mouse lines. We have paralleled 
the behavioral analysis with long-term electrophysiological measures in home-cage. An analysis of the sleep-
wake patterns of mice reveals a close relation between timing behaviors, circadian and sleep physiology. 

We will show evidence that interval timing and temporal uncertainty [7] are compromised in a circadian mouse 
model. Circadian mutants showed asynchrony daily activity compared to littermate controls. Moreover, the 
performance during the dark phase of the light/dark cycle was significantly worse in the mutants compared to 
controls. Interestingly, we found that during the dark period (12 hours, from 7 p.m. to 7 a.m.) the control mice 
made significantly less mistakes respect to the mutants in every experimental phase. The control mice had a 
better performance compared to the mutants and they also showed a circadian trend in the error rate that is 
disrupted in the mice carrying the mutation in both heterozygosity and homozygosity. 

A reduction of the spread of the timing peak of the behavioral responses in control mice during probes (not 
rewarded trials) occurred when the probability of probes was high, which testify a reduction of temporal 
uncertainty. On the contrary, the spread of responses was high and not significantly different in both 
heterozygous and homozygous mutant mice at each change of the probability of probes. This suggests that under 
different risk assessments the temporal uncertainty of mutants does not decrease. The reduction of the 
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uncertainty, due to different risk assessments, produced also a change in the strategy. When the control mice 
become confident in a low probability condition they decide to anticipate the switch to the long location, while 
when the probability to receive the reward in the long location is lower, they persist more in the short location, 
postponing the switch. 

Moreover, we will present evidence for a role of an imprinted gene, Gnas [8], in sleep and sleep-related timing 
functions. Sleep homeostasis refers to a process in which the propensity to sleep increases and decreases as 
wakefulness and sleep, respectively, progress [1]. Importantly, sleep modulates cognitive performance. Recent 
advances in functional studies of sleep states strongly suggest that non-REM sleep facilitates memory 
consolidation via modulation of synaptic plasticity through highly synchronized slow cortical activity, while 
REM sleep sustains consolidation by means of hippocampus-generated rhythms [9]. However, a direct 
measurement of synaptic plasticity and sleep and EEG activity is lacking. We have used a unique in vivo setup 
that allows the simultaneous and synchronized monitoring of EEG and behavior (by a home-cage 24-h 
monitoring system) to study sleep-cognition interactions. REM and NREM sleep are two distinct stages of the 
sleeping brain which are involved in the modulation of metabolic, physiological and cognitive processes. Despite 
these advances in functional understanding of REM and NREM sleep states, genetic and epigenetic mechanisms 
of sleep-dependent plasticity and memory processing are not currently well understood. 

Several clinical and experimental evidence pointed out so far that imprinting genes are important in the 
regulation of sleep. However, the fundamental question whether genomic imprinting exerts a direct role in sleep, 
has remained elusive up to now. To address this crucial question we have started, a few years ago, to study sleep 
physiology and cognition in mouse models with an altered parent-of-origin expression profile. In this work we 
show that REM and NREM brain states are differentially modulated by the maternally expressed imprinted gene, 
Gnas. In particular, NREM-dependent physiologic and cognitive functions are enhanced while REM and REM-
linked functions are inhibited. This is the first demonstration that we are aware of a specific effect of genomic 
imprinting on sleep states and their associated effects on cognition. 

Interestingly, we observe a trade-off across different behavioral measures. For example, an increased precision in 
timing estimation is negatively correlated with the performance in behavioral fear responses. 
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Introduction 

The main psychoactive ingredient of marijuana -9 tetrahydrocannabinol (-9 THC) and endocannabinoids are 
involved in the modulation of the sleep-wake cycle. Systemic administration of the CB1 antagonist/inverse 
agonist SR141716A dose-dependently induced an increase in wakefulness and a reduction in slow wave sleep 
(SWS) and rapid eye movement (REM) sleep [1]. In keeping with this observation, intracerebroventricular [2] or 
direct administration of anandamide into the peduncle pontine tegmental nucleus and medial preoptic area [3], 
two regions involved in the regulation of REM and non-rapid eye movement (NREM) sleep, increased NREM 
and REM sleep and reduced wakefulness. This effect was reversed with SR141716A [3, 4] indicating that the 
effects on sleep are mediated by activation of CB1 receptors. However, the exact mechanisms by which 
cannabinoids modulate sleep-wake cycle are not fully understood. 

Aim 

The aim of the present study was to further our understanding of the endocannabinoid system in the modulation 
of sleep-wake cycle in freely moving rats and mice using a novel microchip-based data logging system. 

Methods 

C57BL6 mice (30-40g) (Harlan, UK) and Lister Hooded rats (250-300g) (Harlan, UK) were used in this study 
with all experiments performed under UK Home Office regulations and in accordance with the Federation of 
European Laboratory Animal Science Associations (FELASA) guidelines.    

During surgery animals were anaesthetised with isoflurane and placed in a stereotaxic frame. Gold screw 
electrodes were positioned above the medial pre-frontal cortex and parietal cortex overlaying the left and right 
hippocampus. Further electrodes were located in the parietal and occipital areas as reference and ground. The 
pins were then assembled and secured to the skull surface using dental cement and tissue glue. Post-surgery, 
animals were allowed 7 days recovery prior to the start of recordings.   

Mice received an acute intraperitoneal (ip.) injection of either the CB1 agonist WIN55,212-2 (WIN-2), CB1 
antagonist AM251, the neutral CB1 antagonist ABD459 or vehicle (Triethylene glycol and phosphate buffered 
saline). Whereas, rats were injected with either i) WIN-2; ii) AM251; iii) WIN-2 + AM251 or iiii) vehicle. EEG 
recordings were performed immediately following drug administration with a recording duration of 6 hours. For 
recording purposes a wireless data Neurologger (New Behavior, Zurich, Switzerland) was used to monitor EEG 
activity. The Neurologger was attached to the head stage of the animal and allowed recording from up to 4 
channels at a sampling rate of 200Hz (high pass filter: 0.1Hz, low pass filter:70Hz). A built-in accelerometer 
registered the animals movements throughout the experiment. Recordings were downloaded offline to a PC for 
analysis. Data were transformed using Matlab before being imported to SleepSign for the analysis of vigilant 
staging (NREM, REM, wake) and EEG spectral power [5]. 

Results 

In mice, a significant reduction in REM sleep was evident following all cannabinoid treatments, combined with 
shorter REM episodes relative to vehicle controls. The cannabinoids however induced differential effects on 
wakefulness and NREM sleep; administration of WIN-2 resulted in a marked decrease in wakefulness while 
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AM251 induced an increase (see Figure 1). The CB1 agonist also significantly increased NREM sleep whereas 
no change was observed with either of the antagonists. 

In rats, WIN-2 also increased NREM sleep and the length of NREM episodes. Administration of AM251 failed 
to reverse the WIN-2 effect. However, AM251 did block the overall reduction in EEG spectral power observed 
during NREM and wakefulness after WIN-2 exposure. Treatment with AM251 alone had no effect on sleep 
stages but did increase the overall spectral power during NREM sleep.       

Conclusions 

All cannabinoids disrupted normal sleep patterns to some degree. The findings with WIN-2 and AM251 in this 
study  corroborate previous studies reporting an increase in NREM and a reduction in wakefulness following 

exposure to anandamide or 9-THC [2,3,6] and increased wakefulness after treatment with SR141716A [1]. 
Overall the results are consistent with the endocannabinoid system being involved in modulating sleep and 
support the possibility of using cannabinoid agonists, neutral antagonists/inverse agonists for the treatment of 
sleep disorders.  
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Figure 1. Effect of cannabinoids on time spent in WAKE, NREM and REM stages in mice. Mean + SEM. Asterisks denote 
reliable differences to Vehicle group (*= p<0.05; **= p<0.01; ***= p<0.001).  

WAKE  REM
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Cognitive Technical Systems 

Felix Putze, Tanja Schultz 

Cognitive Systems Lab, Karlsruhe Institute of Technology, Karlsruhe, Germany.  
{felix.putze, tanja.schultz}@kit.edu 

Electrophysiological measurements like Electroencephalography (EEG) and Electromyography (EMG) enable us 
to measure human behavior by capturing neural and muscular activity. While traditional applications of those 
techniques were developed for medical and psychological purposes, since a few years they are also applied in the 
design of innovative human-machine interfaces. They allow a very direct measurement of user behavior and can 
also capture internal mental states which influence current and future behavior and which are not directly visible 
by other means. This presentation will show a number of state-of-the-art EEG- and EMG-based applications 
developed at the Cognitive Systems Lab. 

EEG-based Brain-Computer-Interfaces (BCIs) are often categorized into two groups: Active BCIs are interfaces 
which allow direct and voluntary control of a system using natural or artificial “mental commands”. In contrast, 
passive BCIs constantly measure the user’s natural cognitive processes and react to them in an appropriate way 
without explicit user intervention. State-of-the-art examples of active BCIs are systems for spatial control. They 
are based on the paradigm of motion imagery, i.e. the imagination of movement of arm or leg. Imagined motion 
triggers characteristic activation patterns in the motor cortex which can be automatically detected. Traditional 
systems can recognize a small set of discrete motions. We present our current BCI for spatial control which 
includes speed trajectory reconstruction of continuous hand movement of complex natural movements.   

A major application of passive BCIs is the recognition of mental workload. Using machine learning techniques, 
a system learns the most relevant frequency bands to discriminate low workload and high workload conditions. 
As the workload level influences behavior and performance of the user, the system adapts its own interaction 
strategy to make optimal use of the remaining cognitive resources of the user. We evaluate this system on a large 
corpus of over 150 participants in a driving scenario and achieved an accuracy of 82% for the person-
independent workload recognition and an accuracy of more than 90% for person-dependent but session-
independent recognition in another study. We also present results of a study which shows that implementing a 
workload adaptive interaction system improves both effectiveness and efficiency compared to a workload-
oblivious system. Another application of passive BCIs deals with tracking the execution of cognitive processes. 
To optimally support the user during a complex task, it is useful to know which cognitive processing stages 
(perception, memory retrieval, attention shift …) are currently active. One example of such a system is an error-
BCI which detects Error Related Potentials (ERPs) in the EEG signal. Those potentials occur when the user 
becomes aware of a mistake during interface operation or notices erroneous behavior of the system. Detecting 
ERPs allows the system to proactively recover from errors in the workflow. In this presentation, we show a 
gesture recognition system that uses this technique to automatically detect its recognition errors from single trials 
and proactively recovers from error states. 

Electrophysiological signals are often polluted with biological and technical artifacts. A major challenge of 
modern BCI systems which are employed in uncontrolled environments and deal with complex tasks is the 
removal of artifacts and the identification of task-relevant brain activity. Techniques for signal decomposition 
and blind source separation like Independent Component Analysis are employed to isolate different influences 
on the signal and to separate relevant from irrelevant contributions. This way, we cannot only remove the 
influence of typical artifacts like eye blinks but also extract the most relevant components related to the task.  

When dealing with tasks involving or allowing motor execution for control, EMG-based user interfaces are often 
an alternative to BCIs. An example are Silent Speech Interfaces which use facial surface EMG to record facial 
activity of the user while speaking. Using state-of-the-art speech recognition technology, these signals can be 
evaluated to transcribe the user’s speech input to the system even if it is uttered without producing audible 
sounds. Such system is useful in noisy environments, when silence is required (e.g. during meetings) or when the 
user cannot produce audible speech after a laryngectomy. 
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Neural Correlates of a Spatial Learning Task in Parietal Cortex, Prefrontal 
Cortex and Hippocampus 

N. Becker, M.W. Jones 

School of Physiology & Pharmacology, University of Bristol, Bristol, United Kingdom.  
nadine.becker@bristol.ac.uk 

 
Learning and execution of complex behaviours require interactions between networks of neurons that encode, 
store and share information across numerous brain regions. Systems level analyses of how the brain processes 
information are therefore central to understanding how behaviour is generated. Spatial learning in rodents 
constitutes a useful model in which to correlate neurophysiology with cognitive behaviours. We studied neuronal 
activity recording multiple individual neurons and local field potentials from chronically implanted tetrode 
arrays in the posterior parietal cortex (PPC), the medial prefrontal cortex (mPFC) and the hippocampus (HPC) of 
rats while they were trained in a maze task that involved decision making, working memory and rule learning 
based on spatial navigation. To date, recording single neuron firing from multiple brain areas in behaving 
animals is an unparalleled approach to shed light on the neuronal mechanisms underlying behaviour with 
millisecond resolution [1]. 

A key feature of hippocampal activity is the firing of place cells, HPC principal neurons encoding the spatial 
location of an animal. Like the HPC, the PPC is involved in spatial processing, with PPC neurons selectively 
responding to navigational features that are also represented in the HPC, such as directed body movements and 
spatial novelty [2]. Interestingly, there is no direct anatomical connection between PPC and HPC, yet the 
simultaneous processing of spatial information renders their coordination highly likely. In recent years, evidence 
accumulated that PPC neurons are concurrently controlled by a range of spatial and non-spatial features, 
involving temporal sequence and intention [3, 4, 5]. Like the mPFC, the PPC is part of the association cortex, 
which is thought to be the key site for integrating sensory and internal information to form decisions. PPC and 
mPFC receive a wide range of sensory afferents [6] and neurons in both structures have been found to adaptively 
respond to current cognitive demands [7, 8]. In addition, lesions of either brain region lead to impaired spatial 
learning [9, 10]. We hence expect spatial information to be coordinated between PPC, mPFC and HPC. A 
mechanism of how neuronal activity can be coordinated within and across brain regions has been linked to the 
second hippocampal hallmark, the theta rhythm, a 4-12 Hz oscillation arising during spatial exploration and 
other complex behaviours requiring working memory and decision making. Recent studies suggest that phase-
locking of neuronal firing to hippocampal theta frequency underlies the functional connectivity between brain 
regions involved in solving complex spatial tasks [11, 12]. Furthermore, LFP coherence across distant brain 
regions has been suggested as a measure of synchronised neuronal activity, indicating transient coordination [11, 
13]. We set out to assess how spatial information is differentially encoded in PPC, mPFC and HPC and how 
information processing is coordinated between these brain regions. 

To this end, we chronically implanted rats with microelectrode arrays consisting of 20 individually adjustable 
tetrodes distributed over PPC, mPFC and HPC. In each brain region, we simultaneously recorded spiking 
activity of multiple individual neurons and local field potentials (LFP) as a measure of neuronal population 
activity. Recordings were made over up to seven weeks from each rat while they were trained on two subsequent 
sets of rules on an end-to-end T-maze. For each set of rules, rats were trained to perform 85% correct trials per 
day. The maze tasks involve distinct working memory and decision-making (choice) episodes and control 
(guided) episodes, which are spatially segregated. Same clock time-stamping was used for the 
neurophysiological recordings at a rate of 2 kHz for LFP and 32 kHz for action potential recordings and video-
tracking of the animal’s position via head-mounted diodes at a frame rate of 25 Hz. This experimental approach 
enabled us to assess coordination of neuronal activity on the single cell and population level within and across 
brain regions in relation to distinct task episodes, spatial location and training stages. Specifically, we analysed 
the firing patterns of each neuron using linearised firing rate maps with a spatial bin size of 11 cm, shuffle-
corrected cross-correlations of spike trains of ± 0.5 seconds and 5 ms bins, and multi-taper Fourier analysis with 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 173



a frequency resolution of 3 Hz and a temporal resolution of 0.5 seconds to calculate LFP coherence. We 
compared these parameters in choice versus guided trials to assess the impact of cognitive load and decision. 
Correct versus error trials were compared to determine the neurophysiological and temporal origin of error. For 
all trial types, left hand and right hand trials were analysed separately to examine the spatial component of 
solving the task. Finally, all analyses were performed at different training stages to check for neurophysiological 
correlates of learning.  

As shown previously, HPC and PPC are required for spatial navigation, while HPC and mPFC are critically 
involved in working memory and are coherently active during decision making. Accordingly, we expected all 
three brain regions to be activated differentially during task episodes and learning stages that selectively recruit 
working memory, decision-making and rule acquisition. We demonstrate that spatial features were crucially 
involved in determining firing patterns in all three areas, but trajectory encoding was highly complex and not 
limited to spatial features in the cortical areas. While hippocampal firing was almost entirely controlled by 
location and running direction, the neuronal code in the cortical areas was determined by a combination of 
factors such as location, start-to-goal sequence, turn sequence and correct versus error trials. PPC and mPFC 
neurons hence exhibited much more complex firing patterns than place cells, nevertheless the patterns were 
highly reproducible on a trial-by-trial basis. Analysis of LFP coherence and single neuron activity across brain 
regions revealed task episode-specific coordination of neuronal activity in a training-dependent manner. In 
summary, we present an experimental approach that is able to shed light on the fundamental nature of 
information coding, sharing and integration in the brain. 

All procedures were conducted in accordance with the UK Animals (Scientific Procedures) Act, 1986 and with 
the approval of the University of Bristol Ethics Committee. 
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NMDA Receptor Antagonists Induce Antidepressant-like Sleep Changes: A 
Translational Model from Rats to Humans? 

K.M. Wicke, G. Gross 
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Polysomnographic recordings enable the analysis of sleep behaviors and sleep pattern. Various classes of drugs 
exert common effects on sleep pattern: the vast majority of antidepressant drugs, for example, reduces Rapid Eye 
Movement (REM) sleep, whereas drugs that increase the cholinergic tone have the opposite effect. These 
observations have been used to translate effects of such medications across various species, from murines, cats, 
and dogs to healthy human volunteers and patients. 

The anesthetic drug ketamine has recently been demonstrated to exhibit antidepressant-like effects in treatment–
resistant major depressive disorder (e.g. [1,2]) and bipolar depression [3]. Antidepressant-like ketamine effects in 
animal models of antidepressant efficacy seem to correspond to these observations in humans (e.g. [4,5]). In this 
context we investigated whether antidepressant-like effects can also been observed in rat polysomnographic 
studies, as such studies are considered to be robust predictors of antidepressant effects in humans. 

All experiments were conducted in accordance with the recommendations and policies of the National Institutes 
of Health Guide for the Care and Use of Laboratory Animals (1996 edition) and all applicable German laws and 
were approved by the respective Ethic Committee and Animal Welfare Offices. They were conducted in 
facilities with full Association for Assessment and Accreditation of Laboratory Animal Care accreditation. 

Test compounds were administered to male Fisher rats chronically implanted with supracortical EEG electrodes. 
After dosing animals were transferred into individual cages inside a sound shielded box. Animals were randomly 
divided into 2 groups and tested in a crossover study design. At the first recording day they received either test 
compound or vehicle (sc), subsequently sleep EEG was recorded for 8h. After 7 days EEG was recorded a 
second time after receiving the alternative treatment (e.g. day 1 = test compound, day 8 = vehicle, or vice versa). 
All EEG recordings and analysis were performed with Sagura-Polygraph V2.0 (Dr. Cüppers Computer and 
Medizintechnik, Kelkheim, Germany). Analysis of sleep stages was performed in an automated manner and 
subsequently controlled by an experienced experimenter. For further polysomnographic analysis the following 
stages and patterns were differentiated: wake time, sleep I time (mild sleep), sleep II time (deep sleep including 
e.g. sleep spindles), REM time, number of REM episodes, latency to sleep and latency to REM. 

Ketamine (3 - 30 mg/kg s.c.) significantly affected REM sleep parameters in an antidepressant-like manner (see 
Figure 1) similar to commonly used antidepressants (inhibitors of serotonin reuptake, tricyclics, and inhibitors of 
the monoamine oxidase). The number of REM episodes, and the total REM time were significantly decreased; 
likewise, latency to first REM was increased. These effects are mechanism-related as they were reproduced with 
the NMDA antagonist MK-801. 

The above results clearly demonstrate an antidepressant-like profile of ketamine in rat polysomnographic studies 
consistent with efficacious doses found in other antidepressant models [6]. These results are in line with the 
clinical antidepressant effect of ketamine therapy. 

 

NEWMEDS - the work leading to these results has received funding from the Innovative Medicines Initiative Joint 
Undertaking (IMI) under Grant Agreement N° 115008. 
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Figure 1. Ketamine (here at 10 mg/kg, ip) significantly affects REM sleep parameters in an antidepressant-like manner. The
number of i) REM episodes and ii) the total REM time were significantly decreased; iii) latency to first REM was increased.
(paired t-test, see P-values in figures) 
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An increasing number of patients with psychopathologies is being treated with pharmacological interventions. 
Currently the decisions whether or not to start pharmacological treatment and which drug is the most appropriate 
are not only based on evidence from clinical studies, but also rely heavily on personal experience of the clinician 
and trial-and-error processes. The trial-and-error method is essential, since outcomes from clinical trials cannot 
entirely predict treatment outcomes in a highly variable patient population as seen in the hospitals and practices. 
Knowledge generated by these trial-and-error processes have therefore to be captured and fed back into the 
clinical system, a procedure that is only minimally implemented in current day-to-day care.  

In a consortium of clinics and practices in The Netherlands, existing behavioral measurements (such as 
questionnaires and neuropsychological tests) are combined with new measurements (brain activity) in order to 
objectify treatment choice and outcomes, thereby capturing the trial-and-error processes in the day-to-day care. 
The addition of brain measurements (in the form of quantitative EEG) are based on a growing body of evidence 
that shows that quantification of brain activity can evaluate effects of pharmacological interventions in a much 
more sensitive way. Above that, changes in bodily functions due to drug use can be detected much faster using 
brain measurements. Therefore, it is expected that the addition of brain measurements will ultimately result in a 
more reliable choice of drug treatment and faster and more reliable outcome monitoring in patients who use 
these drugs. We tested these hypotheses by means of a pilot study in which we added quantitative EEG in the 
routinely psychological testing of adult patients with depression and anxiety disorder of the Psychiatry 
Department and the Medical Psychology Department of the Atrium Medical Centre.  We included 125 patients 
who filled out common symptoms- and personality questionnaires,  before and after treatment. We found 
significant correlations between the use of certain drugs and brain activity. We also found typical brain 
activation patterns for depression and anxiety disorder. Some of these results are consistent with existing 
publications in the field of psychology and pharmaco-EEG, other results are not yet described in scientific 
literature in a consistent way. Especially these novel patterns in patients with depression seem to predict 
treatment outcomes of antidepressants.  

Based on the results of this initial project, a larger project in two hospitals is now being planned, where brain and 
behavior measurements are implemented by means of a quality management system. The QM system will 
monitor and evaluate the following items and questions: 

A) the predictability of the combination of brain and behavioral measurements for the effects of pharmacological 
interventions in patients with psychopathologies: can these measurements guide/quantify the choice of drugs in 
these patients? 

B) the added value of brain measurements for the fast detection of treatment effects: can brain measurements 
evaluate drug interventions faster and more reliable than existing behavioral measurements, so that changes in 
the type and dose of drugs can be made faster and more reliable? 

C) quantifying the added value per test: which tests are necessary for getting the required outcomes, and which 
tests do not provide any additional value and could potentially be eliminated from the measuring and monitoring 
process? 

D) the added value of the combination of brain and behavioral measurements as a quality management system in 
clinical practice: can standardized measurement procedures improve patient satisfaction while reducing costs of 
pharmacological interventions?  
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This second project will include more than 1500 patients, ranging from adult patients with depression and 
anxiety disorder to children with development disorders (ADHD).  We will present 1) results from the first 
study, and 2) consequences from these results for the quality management system in the second, larger study.  

Keywords. mental health, pharmaco-EEG, quality management system, practice based evidence. 
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SPECIAL SESSION 

The Development of a Diverse Battery of Behavioral Tasks Using Touchscreen 
Equipped Operant Boxes for the Study of Cognition in the Rodent 

Chair: John Talpos 

Janssen Research and Development, Beerse, Belgium. jtalpos@its.jnj.com 

 

The use of touchscreen equipped operant boxes for the study of cognition in rodents has grown in popularity 
since the mid-1990s, when the first publications using the method appeared. The combination of numerous 
stimuli types and the large number of response rules that may be implemented when using a touchscreen  
equipped operant box affords the user the flexibility of a maze-based hand testing approach, with the consistency 
and throughput associated with operant testing. Accordingly, touchscreen technology is currently being used by 
a growing number of academic and industrial research groups. These groups are reinventing existing approaches, 
and creating the next generation of behavioral tasks to study cognition in the rodent.  

This session will provide a general overview of the touchscreen approach, and demonstrate how it is making a 
unique contribution to the study of basic cognitive function and central nervous system disorders. Four areas will 
be discussed in additional detail. First is use of the touchscreen approach to study spatial “cognition” and 
neurogenesis using the trial unique non-match to location (TUNL) and spatial reversal learning paradigms, as 
well as a test of spatial reversal learning. Moreover this session will bridge the species boundary by also 
discussing how spatial cognition is studied in non-human primates using the touchscreen-based self-ordered 
spatial search paradigm. Secondly, because one of the most frequently used tasks within the touchscreen 
apparatus is the “visual discrimination”, the utility of visual discriminations in studying animal models of 
schizophrenia will be discussed, as will the cross-site validation of pharmacological manipulations that is 
occurring within the NEWMEDS academic-industrial collaboration as part of the IMI (www.newmeds-
europe.com). Next (3), the use of the touchscreen approach in studying cognitive flexibility will be considered 
with a focus on reversal learning and other novel developments. Finally (4), an overview of a touchscreen based 
paired associates learning (PAL) paradigm will be presented with a focus on its utility in the study of 
schizophrenia. This presentation will discuss the influence of specific brain regions on behavior in PAL, 
pharmacological sensitivity, as well steps that have been taken towards developing an acute model of 
schizophrenia for drug discovery. Through this diverse combination of topics and speakers, we hope to provide a 
firsthand practical account of how this technology is being applied in academic and industrial settings to enhance 
research methods for the study of cognition and novel treatments for disease.  

The session will close with a dedicated question and answer period where attendees will have the chance to ask 
speakers questions of a practical and theoretical nature regarding their research using the touchscreen approach, 
and to allow a more thorough discussion of ongoing touchscreen activities with various IMI consortia 
(www.imi.europa.eu).   

 

SPECIAL SESSION CONTENTS (sorted by paper ID) 

Perspectives on the Non-Human Primate Touch-Screen Self Ordered Spatial Search Paradigm 

Jane Sutcliffe and Daniel Hutcheson (Maccine Pte Ltd) 

The Touchscreen Cognitive Testing Method for Mice and Rats 

Tim Bussey (University of Cambridge, UK) 
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Pharmacological Manipulation of a Rodent Paired Associates Learning (PAL) Paradigm, and Other Tasks 
for Use in Disease Research 

John Talpos (Janssen Research and Development, Belgium) 

How Can a Touch-Screen Based Visual Discrimination Help to Better Characterize Rodent Models of 
Schizophrenia? 

Laetitia Fellini (Janssen Research and Development, Belgium) 

Assessment of Behavioural Flexibility and Executive Function Using Novel Touch Screen Paradigms 

Adam Mar, J. Alsiö, A. Haddenhorst, C.U. Wallis, L.M. Saksida, T.J. Bussey, T.W. Robbins (University of 
Cambridge, UK) and A. Trecker (Heinrich-Heine Universitaet Duesseldorf, Germany) 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 181



Perspectives on the Non-Human Primate Touch-Screen Self Ordered Spatial 
Search Paradigm 

Jane Sutcliffe, Daniel Hutcheson 

Neuroscience & CNS Research, Maccine Pte Ltd, Singapore. 
 jane.sutcliffe@maccine.com, daniel.hutcheson@maccine.com 

Abstract 

The self-ordered spatial search (SOSS) working memory task implemented as the computerised touch-screen 
task is a highly translatable platform providing a good comparison of human and non-human primate (NHP) 
cognitive performance measures. This communication describes how the manipulation of integral task 
components provides the ability to alter the dynamic range of range of performance suitable for the experimental 
approach being used. Accordingly, in the case of disruptors such as scopolamine for modelling cognitive decline 
and some aspects of brain disease states high baseline performances may be set to allow demonstration of 
disruption and reversal with potential new therapeutics. However, the SOSS task may be manipulated to obtain a 
large dynamic window of baseline performance optimised to detect the pure pro-cognitive impact of novel 
compounds.  

Introduction 

Rodents are an invaluable species for the evaluation of cognitive function during early drug development. 
However the use of non-human primates affords the ability to investigate complex behavioural processes that are 
more closely aligned with human function and disease with utility especially during the later stages of 
pharmaceutical drug lead optimization. Data derived from the NHP provides an invaluable, translatable link 
between data generated in rodents and in the human. Similarities in anatomy, neuronal circuitry, neurochemistry, 
functional and cognitive abilities exhibited between NHPs and humans provide an arguably more translatable 
approach to investigate higher cortical-mediated behaviours in particular, and allows for direct comparisons of 
cognitive function to be made using the same endpoints across species. The CAmbridge Neuropsychological 
Test Automated Battery (CANTAB) is a well established system for assessing cognitive function in patients 
across several neurodegenerative and psychiatric indications and for assessing responses to therapeutic agents. 
Touch-screen based cognitive tasks have been developed for use in NHP research from the early 1980’s [1] and 
from conception the NHP-CANTAB tasks were adapted from the available clinical versions [2]. The SOSS task 
within the CANTAB battery shares obvious roots with the classic Hamilton search task [3-4], builds on the 
research of Mishkin [5-6] and is analogous to the rodent radial arm maze.  

Methodology 

In the clinic, the SOSS task is demonstrated as sensitive to frontal lobe damage [7] [8], disrupted in 
Schizophrenic patients [9] and in idiopathic Parkinson's disease [10] even when symptoms are mild [11]. 
Furthermore, Lange et al., 1992 [12] have demonstrated a distinct decline in SOSS performance in L-DOPA 
medicated Parkinsonian patients when “off” medication. The objective in the clinical version of the CANTAB 
spatial working memory task is to collect ‘blue tokens’ which are hidden beneath the boxes presented on the 
touch-screen and to then use the found tokens to fill an empty column present at the side of the screen. The 
subject must search by touching one box at a time to find the hidden token, on any one trial only one token is 
hidden. Once found, the next token will then become available in different location, the key feature of the task is 
that once a blue token has been discovered in one box location, that box location will not be used again to hide 
another token within that trial. Subjects are required to thus remember where they have found the previous token 
and not to return to that location. Non-verbal strategies have to be employed to train an NHP on the SOSS task 
and during initial training the NHP is gradually introduced to the concept of the task via the introduction of two 
coloured stimuli boxes. On touch selection of the stimuli the box may change colour or ‘blink’ to indicate that 
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the alternate stimuli must be sequentially selected (touched) in order to obtain the reward. As an individual’s 
performance improves, the difficulty of the task is increased in a step wise manner: stimuli remain on screen, (no 
colour change or blinking) and the screen blanking is lengthened until terminal conditions are obtained. 
Importantly, during training care is taken to ensure rule comprehension and also that motivation to complete the 
task remains high. The training protocol for the cynomolgus macaque is adapted from the available rhesus 
macaque [13] and marmoset [14] literature.  In this case up to six small coloured boxes (stimulus) may be 
displayed on the touch-screen in up to sixteen different screen locations. A set of stimuli are presented together 
at the start of each individual trial. The subject must touch each presented stimulus box without returning to a 
stimulus already selected for each trials set of stimuli presented in order to receive a reinforcer fruit food pellet 
(Figure 1). The trial is completed when the animal has either touched all boxes without repetition (correct), 
touched a box that had previously been selected in that trial (error), or failed to touch a box within 30 seconds of 
stimulus presentation (omission). After an inter-trial interval of 3 or more seconds, a new trial is presented with 
randomised stimuli of each selected difficulty level in newly allocated screen positions.  

The SOSS task is very amenable to manipulation of the dynamic range of performance appropriate to 
demonstrate either the pro-cognitive impact of novel compounds or to conduct disruptor studies (e.g. 
scopolamine, ketamine).  Disruptor induced reductions in performance must ensure easy level performance 
remains similar to control levels (i.e. providing an unaltered measure of global behaviour), but with working 
memory deficits apparent at the higher difficulty levels. This may be attained by starting with a higher baseline 
performance level which can be achieved by overtraining the subjects, using fewer stimuli, or minimising the 
inter-response screen blanking. Due to the flexible manipulations the SOSS task allows one to run studies at both 
high performance levels (for disruptor studies) and in separate sessions to create a large window of performance 
ranges (as low as 10-20% correct and stepwise up to >80%) in order to detect pure pro-cognitive changes in the 
same group of subjects. 

Case Study  

Scopolamine has been shown to disrupt cognitive performance on a wide range of memory tasks in numerous 
species including rats [15-17], nonhuman primates [18-20] and humans [21-25]. This effect is believed to be 
mediated through antagonism of the muscarinic subtype of the cholinergic receptor, and thus, the amnestic action 
produced in animals by scopolamine has been widely used pre-clinically as a model to characterize the potential 
cognition-enhancing influence of compounds. The SOSS task has previously shown sensitivity to scopolamine 
insults [26] in the young male rhesus macaque (~4 years) resulting in the proportion of correctly completed trials 
in the SOSS task being reduced with increasing trial difficulty (increasing the number of boxes in a trial) and by 
increasing dose levels of scopolamine. Importantly, performance on the ‘easy’ level condition (2-stimuli) was 
preserved with increasing dose levels of scopolamine whereas performance on the 3- and 4-stimulus was 
significantly impaired. The impact of scopolamine on the SOSS task has been investigated in our laboratory 
using the middle-aged (~15 years) and mature (~6 year) female cynomolgus macaque with similar effects 
observed when compared to the rhesus literature. During scopolamine titration studies extreme care must be 

Figure 1. Schematic representation of the SOSS paradigm (4-stimulus trial). 
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taken to obtain an appropriate, individual, cognitive deficit without adversely affecting global behaviour. When 
using scopolamine to evaluate its actions on the central nervous system, particularly regarding memory, 
pretesting intervals of 30–45 min should be enforced since shorter pretest intervals may result in dominant 
peripheral anti-muscarinic side effects which will hinder task performance. In all cases the observed scopolamine 
deficit was replicated 2 or 3 times per individual prior to initiating reversal pharmacology. A robust, partial 
reversal of the scopolmaine induced cognitive deficit is observed with Donepezil pretreatment, confirming the 
clinical experience that cognitive improvements in Alzheimers disease after cholinesterase inhibitor 
administration exerts variable, often limited, responses in patient populations.  

Conclusion 

The NHP SOSS task is a highly translatable and sensitive neuropsychological paradigm which enables the pre-
clinical researcher to model certain aspects of neurological disease states associated with cognitive decline. 
While a rodent touch-screen model of the SOSS task does not yet exist, its development would further aid 
translation across species. 

Ethical Statement 

All experimental procedures were conducted in an AAALAC accredited facility and approved by the 
Institutional Animal Care and Use Committee of Maccine Pte Ltd. 
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Introduction 

Paired Associated learning (PAL) as part of the Cambridge Neurological Test Battery (CANTAB) is a task of 
great potential for disease research. The initial interest in this task was sparked by studies of patients with 
Alzheimer’s disease (AD) or mild cognitive impairment (MCI), often viewed as a prodromal form of AD. AD 
patients were highly impaired on PAL, more importantly, so were a sub-population of MCI patients. Subsequent 
studies would reveal that this “impaired” sub-population of MCI patients showed a much higher conversion rate 
to AD than the rest of the cohort. Through the use of PAL and related tests, researchers were able to predict who 
would, and who would not convert to AD from an at-risk population several years earlier than with other 
available clinical tests (1).  While the link between PAL and AD was being established, another line of research 
began to associate PAL with schizophrenia. Specifically patients suffering from first episode psychosis were 
found to be impaired in PAL. Furthermore performance on PAL was found to be more predictive of global 
cognitive function in schizophrenia than the extra dimensional / intra dimensional shift (ED/ID) task, often 
considered a gold standard for research into cognitive impairments in schizophrenia (2). As such this one task 
appears to have great value in researching cognitive impairments associated with AD and schizophrenia, and a 
pre-clinical model of this assay would be of great utility. 

Although PAL exists in many forms, we are most concerned with modeling the CANTAB version. In this form 
PAL is a task of visuo-spatial learning. Participants are shown a series of images in distinct locations upon a 
computer screen (4-8 locations depending on the difficulty). One at a time, these same images are displayed in 
the middle of the screen and the participant is asked to touch where they were previously seen. In this way 
subjects are required to pair a specific object with a specific spatial location. Remembering the object or the 
location alone is not enough to solve the task; rather the participant must use both modalities. 

The CANTAB version of PAL has been modeled in the rodent by using touch-sensitive computer monitors in an 
attempt to capture the visual and spatial elements of the human task. In the rodent version of the task the screen 
is divided into three distinct locations, each location is associated with a specific image. (Talpos et al., 2009) On 
each trial two images are shown, one in the correct location to earn a reward, and one in an incorrect location 
(see Figure 1, adapted from 4). In this way an animal can only earn a reward by making the connection between 
a specific object and a specific location. In order to learn this task rats or mice must be trained for many sessions. 
The rodent version of the task is not quickly acquired, nor can trial-unique stimuli be used as is the case in the 
human version of the task. However this rodent variant does require the binding of spatial and visual features in 
a similar way as CANTAB PAL. While this rodent PAL task has many differences from its human counterpart, 
it also has important similarities. 

The neurobiological underpinnings of PAL in rodents are still being explored. However it has been shown that 
when rats have learned PAL the task is sensitive to manipulations of the hippocampus, whereas a highly similar 
control task is not. However the primary impetus for development of this task was specifically to aid the drug 
discovery process. In order to do this the pharmacological under-pinning of the task must be explored.    
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Figure 1. Scheme of the CANTAB version of PAL for rodents. 

 

While acquisition of PAL could be used to discover potentially cognitive enhancing compounds, at the moment 
the task is learned far too slowly to make this practical. As such animals that have achieved a steady state will 
likely need to be used. However in PAL, animals routinely achieve a steady state of behavior at about 80% 
correct, leaving little room to detect a statistical improvement. Furthermore it is unclear if it would be possible to 
detect enhancement in normal animals performing at a near optimal level. To circumvent these challenges, we 
focus on frequently used pharmacological manipulations in an attempt to develop a model of disease and further 
understand the neuro-pharmacological basis of this task. 

We initially focused on 4 compounds, PCP, Ketamine, amphetamine, and LSD, representing compounds used to 
model schizophrenia, and also known to disrupt learning, memory, or perception. 

Material and Methods 

Male Lister-hooded rats were used for this work. Rats were maintained on a food restricted diet keeping them at 
about 85% of free feed body weight.  

The chambers used were modified med-associates operant boxes running commercially available software (K-
Limbic, by Conclusive Solutions). Critical modification of these boxes included the addition of a “shelf”/ 
counter weighted flap. The purpose of this is to slightly slow the animals’ response, increasing the likelihood that 
they will attend to the displayed stimuli. Experience dictates that this modification is extremely important for 
successful task acquisition. A removable mask was used to divide the chamber into distinct regions. 

Pre-training: Rats were trained with a procedure very similar to that used by Talpos et al. (2009). Briefly, rats 
were first habituated to the chamber. This was done but putting animals in the test chambers with small amounts 
of a reward pellet/peanut butter mixture placed upon the “flap”, “mask”, and screen. This was done to encourage 
animals to explore the screen. Animals were left in the chambers for approximately 30mins a day until they had 
eaten all of the peanut butter from the screen—typically one day. Next animals were trained to associate a tone 
with a food reward. A trial would start with the delivery of a food pellet, the sounding of the reward tone, and the 
activation of the magazine light. Once the pellet was collected the reward light would go out and a 30sec delay 
would start. Once 30 sec had passed another pellet would be delivered in combination with activation of the 
reward light and tone. This continued for 60 trials or 60mins. An animal was considered trained on this stage 
once they managed to complete 60 trials within 60mins (typically two days). Animals would then progress to 
screen touch training. A session would start with the delivery of a pellet. Collecting the pellet would cause the 
magazine light to deactivate and the screen to illuminate. A response at any portion of the screen would start the 
reward sequence (de-activation of the screen, delivery of a pellet, activation of the magazine light, and a short 
tone). Once the pellet was collected the reward light would go out and the inter trial interval (ITI) would begin. 
At the end of the ITI the magazine light would again be activated, and a poke at the light would start the next 
trial. A session was considered complete when an animal could complete 60 trials in 45mins. An animal was 
considered trained when they could successfully complete a session (typically 2 or 3 days). Successful animals 
were advanced to the “one location” stage, where only a single region of the screen was activated/rewarded, but 
in all other regards this was identical to the previous stage. Typically animals only needed one day to master this 
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and were then progressed to the one random location. Again, this was the same as the previous stage, however 
now the location moved between trials. This was included to help avoid any potential side biases that may have 
developed during the pre-training. Most animals would complete 60 trials within 45mins on the first day, and 
were therefore ready to start task training.  

Task Training: A trial began with activation of the reward magazine and delivery of a free pellet. Once this pellet 
is collected the magazine light is deactivated and two images are displayed upon the screen. A response at the 
correct location activates the reward sequence. Once the reward is collected the ITI begins, and at the end of the 
ITI the reward magazine is again illuminated. A response at the magazine will cause it to turn off, and begin the 
next trial. However if the incorrect stimuli is selected then the images are removed from the screen and the house 
light turns off (punishment period) for 10 seconds. Once 10 seconds have passed the ITI begins, and then the 
trial proceeds as normal except that the animal will experience the same trial until a correct response is made 
(correction trial). However these correction trials are not counted towards the total of trials completed. The 
reason for using the correction trials is to prevent the development of a side bias during the training of this long 
and difficult task. Animals are typically trained for 72 trials or 45mins, whichever occurs first. Training on this 
task is very long, requiring about 3-4 months to reach an asymptotical performance level of approximately 80% 
correct. Once animal behavior has stabilized animals are considered ready for compound testing.  

Results 

The NMDA antagonists, PCP and Ketamine, had partially distinct profiles in this test. Ketamine (up to 10 
mg/kg) did not induce an impairment in accuracy. However the highest dose was associated with an increase in 
response latency and suppression of behavior. PCP (1.5 mg/kg) on the other hand did impair accuracy, but this 
effect was modest and also occurred with some side effects. A larger deficit was observed at 2.0 mg/kg, but this 
was also associated with a more robust side effect profile.  Perhaps not surprisingly, LSD did not disrupt 
accuracy, although abnormalities were seen on secondary measures. Finally, amphetamine induced a substantial 
decrease in accuracy (0.5 mg/kg) without changes in secondary measures. While a larger, albeit non-selective 
impairment was also observed at 0.75 mg/kg. Of the compounds tested only amphetamine appears to possess the 
dynamic range and selectivity to serve as pharmacological challenge model (Figure 2). Moreover previous work 
has indicated these concentrations of PCP have little or no effect on performance of a touch-screen based visual 
discrimination, a related, but less challenging assay (Talpos et al., 2011). 

Additional research has been performed with the amphetamine impairment model indicating that the effect is 
extremely robust (significant impairments at 0.5 mg/kg in over 15 instances). Our initial validation efforts have 
focused on reversing this deficit with antipsychotics. Studies indicate that clozapine, haloperidol, and risperidone 
are all capable of at least partially reversing this deficit; and the profiles of these compounds within this model 
are partially distinct.  

 

Figure 2. The effects of amphetamine on performance. 
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These current data indicate that PAL in the rat is exquisitely sensitive to dopaminergic hyperfunction induced by 
a relatively low dose of amphetamine. Moreover this deficit can be reversed by numerous antipsychotic 
compounds that have D2 receptor antagonism as their primary mode of action. Considering the lack of overt side 
effects, we do not think this is a model of hyperactivity or motoric impulsivity, although this cannot be ruled out. 
However additional work will be required to determine the origin of this deficit and to determine if this model of 
cognitive impairment can add value to the drug discovery process.  
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Overview 

What are the characteristics of the ideal rodent cognitive testing method? In my talk I will suggest the following, 
which I put forward in a recent publication in a special issue of Neuropharmacology (Bussey et al., 2011). 

“i. It should be automated 

Notwithstanding some unique arguments to the contrary (Crabbe and Morris, 2004), most researchers agree that 
the same type of automation that has paid such dividends in areas like molecular biology is desirable for 
cognitive testing as well. Certainly the cognitive testing of clinical populations is becoming increasingly 
automated (e.g., the Cambridge Neuropsychological Test Automated Battery (CANTAB), CogState, 
Mindstreams), and so automation may help to achieve another desirable: effective translation (discussed in more 
detail below). But automation of cognitive testing in animal models confers advantages of its own; perhaps the 
most obvious to researchers ‘on the ground’ is a reduction in labour: while one experimenter is testing a single 
mouse in a maze, an experimenter armed with automated apparatus can test many mice simultaneously. Post-
docs working in our lab, for example, routinely test 20 animals at a time, adding up to between 1 and 2 hundred a 
day. This realization negates the argument that some automated tests take more sessions to generate a result, as 
such tests would have to be 20 times slower before the equivalent non-automated testing methods start to make 
any time-economical sense. But it is the scientific arguments for automation that are perhaps the most 
compelling. With an automated test the computer can present many trials to an animal without having to 
interfere with the animal during testing. Such interference can have a huge effect, not just by introducing 
variability into the way the task is run, but also by introducing variability and potential confounds relating to the 
way the experimenter handles the animals, or even the sight or smell of the experimenter (Wahlsten et al., 2003). 
Finally, because automated tasks are controlled by a computer, parameters such as delays and stimulus 
presentation are identical on every trial, for every animal, and the measures the computer gets back from the 
animal, for example latencies, can be accurate to the millisecond. All this adds up to a method that is much more 
likely to be reliable than non-automated methods.  

Figure 1. Touchscreen testing setup. 
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ii. It should be non-aversive and low-stress 

Although some animal models, including those of schizophrenia, utilize stress as a manipulation, unnecessary 
stress as a feature of a cognitive test is best avoided. Everyone knows that stress can interfere with our 
experimental manipulations, and can have strong modulatory effects on cognition (Joels and Baram, 2009). 
Unwanted stress can therefore be a major impediment to the accurate assessment of cognition. Yet some of the 
most popular methods for cognitive testing involve cold water or electric shock. Such unwanted stressors are 
best avoided if possible, and so we would suggest that the ideal cognitive testing method should if possible be 
appetitive (reward-based) rather than aversive. Of course the use of appetitive reinforcers is not always problem-
free either; some perturbations in experimental animals can affect animals’ motivation to perform vigorously to 
obtain reward. However appetitive reinforcers themselves generally have a less potentially confounding effect on 
the organism than stressors.  

iii. It should assess multiple cognitive domains 

Currently we often assess an animal’s memory in, say, a pool of water, its ability to extinguish a learned 
association using, say, foot shock, and its attentional capacities using, say, an operant chamber. Then we try to 
compare across these tests. Obviously there are difficulties with this approach. Ideally we would be able to 
investigate all of these aspects of cognition under the same conditions -- in the same apparatus, using the same 
types of stimuli, and the same rewards and responses. We can then employ a ‘battery’ of tests to establish a 
cognitive profile of an animal, in conditions under which the tests can be compared in a less confounded manner. 

iv. It should be translational 

The goal of all of this is of course translation, from mouse to clinic. Currently the tests we use in animals are 
usually nothing like the tests we use in clinical populations; some of the test mentioned above provide good 
examples of this disconnect. In order to translate effectively our findings from animals to humans, the tasks 
ideally would be as similar as possible. Such ‘face validity’ does not guarantee construct or predictive validity – 
further experimentation is needed to do that – but it makes these types of validity, and effective translation, much 
more likely than when the tests appear on the face of them to have little in common.”  

In my talk I will describe one method – the touchscreen testing method -- which I and others have been working 
on for about 20 years now, which we think satisfies this list of desirables and could prove to be very valuable in 
the cognitive testing of rodent models. I describe that method generally, before describing some of the tests that 
are currently implemented and providing some examples of how these tests can be used. These tests can be used 
as part of a ‘flexible battery’ approach for the cognitive profiling of rodent models. 
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How Can a Touch-Screen Based Visual Discrimination Help to Better Characterize 
Rodent Models of Schizophrenia? 
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Ethical statement 

All animals were treated in accordance with the European Ethics Committee (decree 86/609/CEE), the Animal 
Welfare Act (7 USC 2131) and the Guidelines for the Care and Use of Mammals in Neuroscience and 
Behavioral Research (National Research Council 2003). The study protocol was approved by the local animal 
experimental ethical committee at Janssen Research & Development (Beerse, Belgium). 

Introduction 

Existing in many forms, two of the most commonly used cognition paradigms in the rodent are rule acquisition 
and reversal learning (e.g. swim mazes, operant tasks, T-mazes). Despite the wide spread use of these simple 
assays, interpretation is often not straightforward and important controls are commonly over looked. For 
example, when acquiring a simple discrimination (a response to stimulus “A” is rewarded, whereas a response to 
stimulus “B” is not), necessary for many forms of operant learning, the animal must learn several concepts. 
Rodents must (1) learn to distinguish the stimuli, (2) learn that only one of the stimuli is associated with reward, 
(3) and that earning a reward is dependent upon their own behavior. Accordingly an impairment in task 
acquisition could be caused by a failure in any one of these processes or other non-specific effects, like 
alterations in motoric abilities. Reversal learning has similar, but unique, difficulties in interpretation. In rodents, 
reversal learning paradigms can take days, and are often split into three distinct phases. Early reversal is the first 
stage of the process, occurring immediately after the switch in rule contingencies associated with reward. The 
rodent’s behavior is capable of earning a reward, but its current behavior is not; it must learn the new 
contingency. Until this occurs, the animal will consistently perform below chance. As it comes to understand this 
change, the animal will begin to experiment with other responses to see if they earn a reward (middle reversal), 
and their accuracy will begin to increase towards chance level performance. Finally, as the animal learns that it 
can still earn a reward, it must learn which stimuli is now associated with a reward, a stage called late reversal. 
Depending upon the stage reversal learning does require different neurobiological and psychological processes 
(for example see Bussey et al., 1997, Chudasama and Robbins, 2003), some of which may overlap with 
acquisition learning. Considering the numerous processes involved in acquisition of a discrimination, and the 
overlap between reversal learning and acquisition of a discrimination, it is important to understand the 
psychological process impaired, not just the stage impaired (i.e. visuo-perceptual changes will impair 
acquisition, but this does not mean the animal is impaired at learning).  

To this end, we used touch-screen technology to develop the Double Visual Discrimination task (DVD). Using 
modified operant chambers animals are trained to nose-poke at “images” displayed upon a touch-sensitive 
computer monitor to earn a reward. The “rules” dictating this reward can be modified to fit the experimental 
question at hand and should help to dissociate the individual elements of rule learning, stimulus discrimination, 
recall and reversal learning, in one procedure. In the DVD procedure animals are first trained to perform a visual 
discrimination (learn that a response at image “A” results in a reward whereas a response at image “B” does not). 
When this has been acquired a second pair of images is introduced, however some trials are still given with pair 
1. In this way animals must learn a second discrimination while still performing the first. Finally, once the 
second pair has been learned, the reward outcomes of pair 1 are reversed (see figure 1 for example baseline 
data). In this way the DVD procedure should be able to dissociate the cognitive processes affected by a 
manipulation, rather than just the gross behavior (recall, acquisition, reversal learning). Although this new 
paradigm can be applied to numerous disease models, in this instance we have selected acute PCP challenge. 
Often used as a model of schizophrenia, the NMDA receptor antagonist is also known to disrupt learning and 
other cognitive functions. While evidence suggests that PCP given acutely can influence acquisition of a task, 
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reversal learning, and baseline task performance, published studies do not use cohesive methodologies. As such, 
the comparative nature of these deficits, the concentration at which they occur, and the associated side effect 
profiles remain largely undescribed in a unified testing environment. Accordingly, we have performed dose 
response studies at each stage of the DVD procedure to elucidate the nature of PCP impairments on several 
cognitive processes using a unified testing procedure.  

Materials and methods 

Animals: Adult male Lister-Hooded rats (purchased from Harlan, The Netherlands) were used in this study 
(230- 250 g) at the beginning of the training). Access to food was restricted so that rats were maintained at 80-
85% of their free-feeding body weight. 

Apparatus: Testing was conducted in Med-associate chambers (internal dimensions: around L 33 cm x W 40.5 
cm x H 29 cm) equipped with a touch screen (40 x 25 cm). A metal flap (36.5 x 5 cm) was located in front of the 
touch-screen, around 5 cm above the grid floor. A black metal insert was added on the touch-screen (1 cm from 
it) to create 4 response windows (8.2 x 15 cm). The wall located opposite to the touch-screen presents the food 
magazine (equipped with an infrared nose pokes detectors and a light), the loud-speaker and the house light. The 
testing apparatus was located in a sound-attenuating chamber (H: 60cm x W: 74cm x L: 60cm) ventilated by a 
fan. Stimuli and data recordings were controlled using K-Limbic software.  

Pre-training: The experiment began with a short pre-training procedure during which the rats learn to 
vigorously respond to the touch-screen. This started with a tone training procedure where rats were taught to 
associate a “tone” with a delivery of a food reward. This was followed by a procedure where any response at the 
screen was rewarded while it was illuminated. When rats where reliably doing this they were advanced to the 
final stage of pre-training where only a portion of the screen would be illuminated and only responses at the 
illuminated portion were rewarded. A response at non-illuminated areas of the screen had no consequence. 

The DVD task: The task itself takes place in three stages: (1) Simple Visual Discrimination, (2) acquisition of a 
second discrimination while still performing the first discrimination, and finally (3) the reversal of one of the 
previously learned pairs. During acquisition of the first stage a response at one image always results in a reward, 
whereas a response at the other image would lead to a short timeout (10sec) during which the house light was 
deactivated. Once the timeout period elapsed, the animal would attempt the same trial again, i.e. a correction 
trial. During this stage, training sessions were made of 48 trials or lasted 30 min whichever occurred first. Once 
animals had mastered this task and reached criterion (i.e. accuracy higher than 85% and standard deviation of 
less than 10 for at least three successive days) they were moved to the second experimental stage, the double 
visual discrimination. During this step, they were required to learn a second discrimination with new images, 
while also being presented with the original image pair. Both sets were presented but on separate trials and were 
randomly mixed across trials. Finally, after the second discrimination had also been mastered, the rats 
experienced a reversal where the contingencies associated with the first learned pair were reversed. Training 
stages with two sets of stimuli consisted of a total of 96 trials or lasted 60 minutes whichever occurred first. For 
a graphical depiction of this procedure, see figure 1. 

Stimuli: In this paradigm, two pairs of stimuli were used: Flower/Bomb and Spider/Plane, each stimulus being 
~5.5cm X 5.5cm size and highly similar to those used by Bussey et al. (1). The pair of stimuli presented during 
each experimental stage were counterbalanced between animals. For each pair of stimuli, only one stimulus was 
rewarded (S+) and the S+ of each pair being counterbalanced between rats. Importantly, the location of the S+ 
and S- were randomized over the four windows between trials. 4 windows were used to prevent the animal from 
seeing the two possible stimuli arrangements as a “scene” and responding using an “if ‘A’ go right, if ‘B’ left”, 
and to instead perform the task as a two-way discrimination. 

The comparison between the acquisition of the first pair and acquisition of the second pair may allow the 
dissociation between procedural and stimuli learning, versus stimuli learning alone. Moreover, during acquisition 
of the second pair, the original pair also serves as a control for changes to “recall” or non-specific effects that 
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may disrupt cognition. Finally, the comparison between acquisition phases and reversal learning will help 
determine if any deficits observed are specific to reversal learning, or if they affect learning in general. 

Treatment: Rats received either subcutaneous injections of phencyclidine (PCP group) or vehicle (vehicle 
group) 30 min before each training session. Solutions were administrated at 1ml/kg (s.c.). 

Behavioral analysis: Animals’ performance was recorded and collected automatically using K-Limbic software. 
For each training session the following measures were analyzed: the percentage of completed trials (number of 
trials completed /maximum number of trial*100; the mean accuracy (percentage of correct response relative to 
the number of completed trials), the mean response latency (i.e. time to select the correct/incorrect choice once 
the two stimuli are displayed on the screen) and the mean collection latency (i.e. time to collect the food reward 
in the food magazine once it has been delivered). Importantly, correction trials were not taken in consideration in 
the analysis of these parameters. They were however used to calculate correction trial accuracy, i.e. the number 
of correction trials required for an animal to get a correct response after it responded incorrectly to a trial. 

Statistical analysis: Accuracy was analyzed using a non-linear regression model and complementary analysis 
was performed using a two-way ANOVA with treatment as the between group factor and training sessions as the 
within group factor. Dunnett post-hoc comparisons were made where appropriate, having the vehicle group as a 
control group. All other parameters were analyzed using two-way ANOVA as described above. 

Results 

Doses of PCP used in behavioral studies can often cause marked hyper-locomotion and impairments in motoric 
functions. However in these studies very low doses of PCP (0.25-1 mg/kg) were used in hopes that any effects 
observed would be the result of changes in “cognition” as opposed to non-specific side effects influencing the 
fundamentals of task performance. During acquisition 1, PCP caused dose-dependent disruptions in learning, 
with a modest effect seen at 0.5 mg/kg and a more robust impairment at 1.0 mg/kg. Importantly, no signs of 
motoric impairments were observed. In fact, animals had a tendency to respond faster when given PCP, likely a 
result of PCP’s stimulant properties. On the second acquisition, significant impairments were seen at 0.5 mg/kg 
with minimal effects on the previously learned pair. These data suggest that PCP can disrupt image acquisition 
independently of rule learning. Finally, PCP also impaired reversal learning, while having minimal effects on the 
unchanged stimuli. These data indicate that while PCP may disrupt learning about stimuli, it is also capable of 
disrupting adaptation to new reward contingencies since the stimuli themselves do not change during reversal 
learning.  
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Conclusions 

Using this procedure, we have demonstrated that PCP disrupts numerous aspects of cognition within a unified 
paradigm. Moreover, these impairments occur at doses lower than those often used in behavioral studies, and 
occur with minimal side effects. While PCP may disrupt reversal learning, it also impairs acquisition which 
should also be involved in reversal learning. As such a PCP challenge appears to impair task acquisition in 
general, as opposed to being specific to reversal learning, although more research is necessary to confirm this. 
Importantly, these effects on reversal learning and acquisition occurred with minimal effect on recall of a second 
pair of images suggesting that the effects seen are not the result of a global disruption. 

Despite its popularity as a research tool, acute PCP treatment as a pharmacological tool to study cognition or as a 
model of psychosis has not been comprehensively described. Using the DVD procedure, we have described how 
low doses of PCP effect acquisition, reversal learning and task performance within a unified procedure. These 
data highlight the utility of the DVD procedure in allowing the simultaneous measurement of multiple cognitive 
processes within a single animal. The DVD procedure can be used to gain confidence in the selectivity of a 
specific change in cognition. Furthermore, DVD can also be applied to other behavioral models, and may be 
particularly effective at helping to describe the effects of chronic impairment models, be it sub-chronic PCP, 
early life stress, lesions, or transgenic animals, through the use of multiple acquisition and reversal phases. When 
combined with other tasks currently available for use within touch-screen equipped operant boxes, the DVD 
procedure should make an important contribution to the characterization of disease models and accurate 
interpretation of data. 
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The Measurement and Treatment Research to Improve Cognition in Schizophrenia (MATRICS) initiative has 
recently identified a NIMH consensus cognitive battery comprising seven major domains for use in clinical trials 
assessing cognitive impairment associated with schizophrenia (CIAS). Major cognitive domains identified 
include Attention/Vigilance (assessed using variants of the continuous performance test), Visual Learning and 
Memory (e.g., visuospatial memory tests), Working Memory (e.g., spatial span or delayed response tasks), 
Speed of Processing (e.g., trail-making) and Reasoning and Problem-Solving. There is a great need for a 
biologically and statistically-validated consensus cognitive test battery for rodents which can reliably translate to 
these CIAS clinical endpoints. Here we report on the development of three novel touchscreen-based tasks for the 
rodent – a 3-Stimulus Discrimination and Reversal test, a Continuous Performance test, and a Self-Ordered 
Working Memory test – that tap into several of the CIAS domains, and have responses requirements and 
outcome measures that are highly related or identical to those used in clinical assessment. 

3-Stimulus Discrimination and Reversal Learning 

Recent evidence suggests that schizophrenia patients are unimpaired in simple rule learning but appear inflexible 
when rules change, possibly reflecting difficulties in using negative feedback information and in switching 
attention [1]. Reversal learning is thus a promising target for translational studies because it is simple, specific, 
clinically-relevant, and putatively targets orbitofrontal dysfunction. 

We have recently developed a 3-stimulus discrimination and reversal learning paradigm as a tool for measuring 
rule learning and flexibility for visual stimuli in rats. The basic task uses 3 stimuli randomly presented across 3 
screen locations on the touchscreen. Data will be presented on two task variants in which, in addition to the S+ 
and S- included in standard 2-choice reversal learning paradigms, the third stimulus is included as an additional 
S-, or as a neutral distracting stimulus (So). The 3-stimulus paradigm was devised in effort to obtain 1) better 
discernment of stimulus perseveration versus avoidance through analysis of choices of the unchanged third 
stimulus (S- or So), 2) lower reinforcement of spatial biases (e.g., reinforced 33% versus 50%) 3) less possibility 
of solving the task through configural or other forms of learning (triplets vs pairs). The relative merits and 
difficulties of the 3-stimulus paradigm will be discussed in relation to comparable data acquired using a standard 
2-stimulus procedure and with respect to its ability to detect effects within animal models of schizophrenia and 
in response to pharmacological agents. 

Continuous Performance Test 

The continuous performance test (CPT) is a paradigm comprising several procedural variants, some of which 
have proven reliable indicators for the presence of, and susceptibility to, schizophrenia [2,3]. In its basic form, 
the CPT involves rapid, externally-paced (e.g., not under subject control) presentation of a large number of 
consecutive stimuli, to which subjects are instructed to respond only upon detection of a designated target 
stimulus or sequence. Performance on the CPT is traditionally assessed by analyzing numbers of correct 
responses ("hits" or, inversely, omissions or "misses") and incorrect responses ("commission errors" or "false 
alarms"). Signal detection analysis can also be used to combine these traditional measures and extract d' (ability 
to discriminate signal from background) and B (bias toward responding). The CPT is generally considered 
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primarily as a measure of vigilance or sustained attention, with performance variables typically worsening as the 
session proceeds. However, CPT performance is also dependent on task parameters and may be designed to be 
more or less sensitive to elements of sustained attention, selective attention, impulsivity or executive control. 

We report here on our development of an analogue of the CPT using the rat touchscreen. We trained rats to 
attend to a central location on the screen and presented stimuli every 3-7s (vITI) continuously throughout the 
task (the only pauses occurring after a correct response). Stimuli are presented for 1.5s stimulus duration and rats 
have 2s to respond to the stimulus after stimulus onset (limited hold). Initial probabilities are 50:50 for target (in 
example X) and nontarget (O,H,I) stimuli, where is never possible to have more than 4 targets or nontargets in a 
row (except correction trials). The stimulus presentation and response requirements were thus highly similar to 
the human version of the CPT. The basic version of the CPT task was acquired within 20 sessions. Task 
validation procedures confirmed detrimental effects on d' sensitivity measures using variable event rate, reduced 
stimulus duration and reduced stimulus contrast. Moreover, rats showed performance decrements toward the 
latter trials of the session suggestive of taxing vigilance processes. The results will be further discussed in 
relation to data collected on animal models of schizophrenia and in response to putative cognitive enhancing 
agents. 

Self-Ordered Working Memory Task 

Working memory dysfunction is a key aspect of cognitive impairment in schizophrenia where impairments have 
been reliably documented in schizophrenic patients, as well as back-translated to studies of primate and rodent 
models of schizophrenia. Evidence exists linking dopaminergic systems that may underlie schizophrenia-like 
working memory impairments in rhesus monkeys, with similar results found in rodents [4]. Moreover, 
visuospatial working memory (SWM) has been identified as a putative cognitive endophenotype of 
schizophrenia [5]. 

We have developed a self-ordered working memory task for rats in the touchscreen environment. In the basic 
version of the task, rats were trained on each trial to touch 3 spatially distinct squares on the touchscreen, 
receiving rewards for each new square touched. If a square was revisited within a trial, a negative feedback 
image was displayed and houselight illuminated. A trial was completed after all 3 squares had been touched 
once. A variable inter trial interval (25-45s) separated each trial. Rats were given up to 60 trials in a 60 min 
session. Rats were observed to progressively improved in the task, making fewer errors per trial than chance, and 
completing more than 42% perfect trials per session (chance performance = 22.2%). Probe tests to examine 
sequencing behaviour revealed that, despite some evidence for sequencing, rats continued to perform 
considerably better than chance when sequencing was discouraged (different forced starting squares). This 
suggests that the task may be reflective of spatial working memory. Further behavioural and pharmacological 
probe tests will be presented to illuminate putative underlying cognitive processes. 

In summary, we have recently developed 3 novel cognitive tests in the rodent touchscreen apparatus (3-Stimulus 
Reversal; rodent CPT and rodent SOWM) that are highly similar to corresponding clinical paradigms (CANTAB 
visual discrimination; X-CPT and CANTAB spatial working memory tests) in terms of the stimuli, responses 
and outcome measures. Evidence suggests that these tasks can lead to reliable levels of performance (3-stimulus 
reversal has already been replicated across laboratories) that are sensitive to parametric behavioural 
manipulations that alter cognitive load. These tests are currently being validated in terms of their underlying 
neural substrates (e.g., medial and/or orbital prefrontal cortex lesions) and with respect to their sensitivity to 
detection of cognitive enhancing agents. These novel touchscreen tasks are highly promising for use in flexible 
translational battery with relevance to the examination of cognitive processes in schizophrenia.  
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Safety, efficiency and worker well-being often depend on correct task performance. Yet, the structured or even 
repetitive nature of these tasks can lead to a worker's loss of attention, fatigue, stress or other mental states that 
negatively affect the performance of the work. Such states are more likely to cause the introduction of human 
errors, with associated risk. 

By bringing sensor technology into the work place, human behavior can be analyzed and interpreted 
automatically. Cameras can observe human posture, head movement and gestures. From these, the task at hand 
can be analyzed. Eye trackers can determine the worker's focus of attention. Microphones can pick up subtleties 
in the worker's voice. From these measurements, deviations from normal task flow or worker's alertness can be 
identified at an early stage, and might trigger alarms or start check or safety procedures. 

As the sensing and interpretation technologies are currently at the point of maturing, there is a growing interest 
to apply these techniques at the workplace. This requires the development of integrated solutions of automatic 
human error assessment and prevention that combine sensor technology and robust interpretation with 
knowledge of the task and the user. These solutions are starting to find their place in automation industry, call 
centers and assembly lines. Also, desktop-related working environments can benefit from such solutions. In 
addition, there is a growing demand for these techniques to be applied in training and simulation (e.g. driving 
simulators), and in consumer products (e.g. ATMs). 

In this special session, we aim at bringing together an audience from both academia and industry. We highlight 
recent advances from a technical point of view, and requirements from an industry perspective. In our 
discussion, we focus on current challenges and collaborations and ways to address these. 
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Measuring Electrodermal Activity of Both Individuals With Severe Mental Disabilities and Their Caretakers 
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Twentse Zorgcentra, The Netherlands) 
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The Neural Origins and Applications of Human Error Processing 
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Eliciting Control Errors and Measuring Error Correlates  
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Abstract 

Here, we present evidence for the feasibility of measuring changes in electrodermal activity in both individuals 
with severe mental disabilities and their caretakers during challenging (aggressive) behavior. In addition, we will 
provide guidelines on how to realize these measurements while minimizing distress for individuals with severe 
mental disabilities. These measurements will both provide insight into the physiology of intense, real life 
emotions and a better understanding of emotional fluctuations from those who cannot readily express feelings in 
a verbal manner. 

Author keywords. Ambulatory measurement, Skin Conductance, Aggression, Ideographic studies, Safety, 
Mentally Handicapped Persons; Institutionalized Persons, Emotions, Arousal. 

ACM classification keywords. J.3 Life and medical sciences: Health, Medical information systems, J.4 Social 
and behavioral sciences: Psychology. 

Introduction 

The inspection of health care [1] estimates that in The Netherlands about 20% of the 30.000 people with an 
intellectual disability (ID) who live in a residential setting show “severe behavioral problems” in which 
aggression and self-injurious behavior (SIB) are the most predominant. This challenging behavior (CB) is a 
serious problem in the daily care of people with a mental disability. At present, caretakers try to anticipate CB by 
relying on their experience on what mix of visual and/ or verbal cues from the client (in a particular context) 
might be indicative of upcoming aggression. Caretakers often report being surprised by CB. An important 
marker for upcoming aggression might be found in changes in their physiology (e.g. heart rate (variability), 
electrodermal activity (EDA)). Of course, changes in these markers are not readily perceived by caretakers. 
Interestingly, these physiological changes are relatively easy to measure, and these types of measurements are 
becoming extremely "wearable" and non-intrusive. Because of these developments it is now seems feasible to 
continuously measure changes in the physiology of clients in (almost) any situation. Caretakers express a great 
need for a better understanding of the emotional fluctuations of their clients. The ambulatory measurement of 
EDA now finally gives the opportunity to provide caretakers with additional, objectively measured information 
regarding the inner states of their clients. 

Another important factor is that actions of direct care staff are thought to be antecedents as well as consequences 
of a large proportion of CB such as aggression [2]. Their actions may increase or decrease the likelihood of 
future problem behaviors. A low rate of adequate staff responding and even counterproductive responding have 
been reported [3]. The possibility of the occurrence of CB can be perceived as a stressor in working with clients 
who have a history of showing CB. This direct stressor can produce a psychological experience, a feeling of 
frustration or arousal within the caretaker without the actual presence of CB.  This heightened level of arousal in 
the caretaker can further negatively influence the task performance through attention narrowing [4]. Care takers 
can display the tendency to restrict the range of attention and to ignore surrounding information sources in the 
context of high (physiological) arousal. Therefore, we measured physiological changes in both clients and 
caretakers. 
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Measuring electrodermal activity 

For well over 100 years researchers have been measuring electrodermal signals. This has resulted in quite strict 
standardization regarding both terminology and measuring methods [5]. Typically EDA is recorded as skin 
conductance (SC, in µSiemens) by applying a direct current (with two silver electrodes) to the skin (exosomatic 
method). Central to this measure is the electrodermal response (EDR). The EDR constitutes a sharp rise in the 
SC value, followed by a slower drop in conductance. For example, a sudden loud burst of noise will result an 
EDR 1-2 seconds later, and this is easily visible in the raw data signal. In general, changes in SC are closely 
linked to activity of the sympathetic part of the autonomic nervous system (ANS) (i.e. “the fight or flight” 
system). Therefore, researchers and practitioners have taken EDA measurements as further operationalization for 
constructs such as attention, stress, anxiety, workload, pain, and arousal.  

Developments in electronic devices have made it possible to measure EDA outside the laboratory, in ambulatory 
fashion. Very recently a shift in measurement location and the application of dry electrodes has further 
broadened the scope of EDA measurements to true observational field studies [6]. Our sensor, the Affectiva Q 
sensor, is a wrist worn, wireless sensor (electrodes are placed on the ventral side of the arm) that can easily 
measure EDA for 24 hours with a sampling frequency of 32 Hz. This measurement location does not adhere to 
current standards [5].  On the one hand, it has been shown to produce comparable results as the advised locations 
[7]. On the other hand, the number of sweat glands differ hugely across the body, and it seems to be the case that 
sensitivity for detecting EDR’s can be considered lower at the wrist than at other locations (e.g. the palm of the 
hand), especially for stimuli that are only weakly arousing [8]. 

EDA during challenging behavior 

For nine (fixed) couples of clients and caretakers we measured EDA (with the Q sensor) during 24 sessions of 
approximately two to three hours, which were all recorded on video. EDA measurements were successful in 
most sessions (many with CB) for both clients and caretakers in clearly showing fluctuations in EDA level and 
displaying the prototypical EDR’s, albeit with far higher amplitudes than what is typically reported in lab studies 
[5]. This data, and the systematic comparison between physiological changes and behavior, will be reported 
elsewhere. 

Figure 1 shows the data of a client from one session in which both CB (aggressive behavior, 1A) and strongly, 
positive emotional behavior (while playing music, 1B) were displayed. In the details on the right of this Figure 
the (superimposed) EDR’s are clearly visible. Standard ways of classifying the reactivity of the sympathetic part 
of the ANS consist of computing the number of EDR’s per minute and the mean amplitude of these responses. In 
addition, the whole level of EDA can rise (i.e. the space under the EDA line), which can be clearly seen on 
several occasions on the left side of Figure 1. It is important to note that the reactivity of the sympathetic ANS 
can rise dramatically during both negative and positive emotional episodes. As such the EDA is not particularly 
sensitive to the valence of an emotion, and caution should be applied when EDA is said to be used to uniquely 
measure a particular negative experience (such as pain, see [9]). 

Guidelines 

To measure EDA and heart rate variability (not further discussed here) both the client and the caretaker need to 
wear a Q sensor wrist band and a Polar chest band and receiver watch. In the interaction with individuals with a 
severe mental disability (client), who are known to show challenging behavior, every added question or demand 
to the normal daily routine can be seen as a stressor and therefore can be viewed as an act to cause challenging 
behavior. For the caretaker this added task can also bring stress to the relationship. Putting on and taking off 
these materials can be viewed as added tasks that can disrupt the life of the client and the relationship between 
the client and the caretaker. Below we specify our methods and guidelines to minimize these levels of distress.  
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Measurement materials are presented and removed by the caretaker. In this way the client does not need to build 
a new demanding relationship with unknown researchers. Caretakers are individually trained by the researchers 
in executing a measurement material applying (MMA) protocol during a two hour training session. In this 
training session the MMA protocol is personalized for the specific client-caretaker couple. For each caretaker an 
individual MMA protocol instruction card was made. 

Central to the MMA protocol is maximizing the feeling of influence on the situation for the client. By making 
the situation predictable (in announcement and repeatability) and maximizing the level of participation the client 
can follow, recognize and understand the actions needed to put on and take off the measurement materials. 
Personalization is accomplished in two ways. 

1. Announcing the start and finish of the task to the client at his own determined level of communication. 
For every client the level of communication is determined on the basis of the ComVoor [10]. A client 
can function on sensation, representation or presentation level. On the level of sensation, predictability 
is hard to accomplish. At best, recognition and familiarity by can be reached by repetition. Time is 
taken to let the client get used to the feeling of actual materials on their skin. Executing the MMA 
protocol in a consistent manner is needed and practiced by the caretaker in the training. At the level of 
representation, predictability in a short window of time can be reached. The client is presented with the 
blue box or the picture of the blue box in which the materials are stored just before putting on or taking 
off. With every time the blue box is introduced, the actual introduction of the measurement materials 
will be a bit later in time. Through this principle of backward chaining the client can form a link 
between presentation of the blue box and the action of putting on or taking off the measurement 
materials. At the level of presentation the picture of the blue box is part of the timeline that is shown to 
predict the upcoming day or part of the day. Covering the picture with a red cross indicates the end of 
the measurements. 

2. Determining the clients optimal level of participation in applying the materials. We added caretaker 
help from least to most. “Least to most help” is defined as a continuum from verbal instruction, 
modeling (“showing how” on yourself or a demonstration doll), applying materials together, to making 
the client aware of total takeover by the caretaker.  The caretaker is instructed to wait five seconds 
before adding the next level of help.  

Figure 1. An example of one session in which the client displayed strongly negative challenging behavior (marked with an A
in the overview figure and in the detail on the right), and strongly positive behavior associated with making music (marked
with a B). Time (in minutes) is on the x-axes, and SC (in µSiemens) is on the y-axis. Data were low-pass filtered (2nd order
Butterworth filter with a cut-off frequency of .002 Hz.). 
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After each session the caretaker was interviewed by the researches to determine the level of participation and the 
level of intrusiveness of the materials employed. The level of participation by the clients was surprisingly high. 
In five cases verbal instruction was combined with modeling and physical assistance at the start of the research. 
In four cases the caretaker totally took over. During the course of the research for all but one client the level of 
participation increased. 

During the training additional attention was paid to the several ways clients with a severe mental disability could 
show resistance [11]. For each client possible behaviors that could indicate resistance were determined. If a 
possible form of resistance was noted the researcher organized a multi-disciplinary meeting in which the 
behavior was evaluated by his/ her physician, legal representative and treatment coordinator. Depending on this 
multi-level interpretation of the behavior, participation in the research was continued or not. During the 24 x 9 
session this ‘resistance protocol’ was only set in motion once. The behavior was interpreted as not specifically 
related to resisting to wearing the measurements materials. Participation in the research was continued. 

Conclusions 

EDA measurements are now possible under the most challenging circumstances. Here, we show how it is 
possible to measure EDA during CB of severely mentally disabled people and their caretakers. One of the future 
possibilities of an application based on this information is to assist caretakers in the recognition of CB by means 
of a technological aid that is based on online variations of the clients physiology. This signal could perhaps 
simply help caretakers to direct focused attention to this client and establish whether action is required to prevent 
escalation and thereby increase the safety and health of both the client and the caretaker. In addition, caretakers 
could also be informed about changes in their own physiology and possibly shortly refrain from interaction with 
the client, or actively engage in relaxation techniques, when their arousal seems to high. These measurements 
will both provide insight into the physiology of intense, real life emotions (see also [12] for similar attempts with 
a psychiatric patient) and the outlook of getting a better understanding of emotional fluctuations of those who 
cannot readily express feelings in a verbal manner [6].  
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Introduction 

Physiological signals like the heart rate or the galvanic skin response are used to assess the mental [1] and 
physical stress of a subject during specific situations and tasks. Similar experiments are used to investigate and 
recognize emotions [2] and related emotional states of the subject in response to images [3]. Recent 
developments in the field of human machine [4, 5] and robot interaction require the online measurement and 
classification of physiological signals and features with respect to emotions and low level intentions in real-time. 
In the following sections the g.PhysioObserver system and its use for online real-time studies will be presented. 
The results of an initial test experiment on the detection of the mental and physical loads occurring during four 
different exercises and their discrimination based on corresponding physiological features and signals will be 
shown. 

Methods 

For the evaluation and online classification the g.PhysioObserverTM (Guger Technologies OG, Austria) system, 
shown in Figure 1, is used, which represents a MATLABTM/SimulinkTM (Mathworks Inc, USA) based rapid 
prototyping system for the simple and thereby flexible design and implementation of study paradigms. The 
platform allows to record biosignals like the ECG, EEG, respiration (Resp) and galvanic skin response (GSR) 
signal extract many different physiological parameters and features thereof. It is possible to form application 
specific feature vectors and classify them with respect to the mental and physical load associated with a specific 

Figure 1. The g.PhysioObserver system allows to assess and evaluate different mental and physical sates of a subject online
in real-time based on physiological signals and features extracted thereof.  
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exercise, mental or emotional state. 

The system currently extracts from the ECG the  Heart Rate, Heart Rate Variability, Root Mean Square of 
Sample Differences (RMSSD) or the RR interval, the percentage of consecutive RR intervals which vary by 
more than 50ms (pNN50) and the  HR/RRMSD ratio. From the Resp signal it extracts the respiration rate 
(RespR), the duration and depth of the inspiration and expiration phases and a signal corresponding to the beaks 
during inspiration and expiration. The latter is indicated by a saddle point in the Resp signal exposing a zero 
value in its first and second derivative. The so called respiration stop signal is converted into a signal 
corresponding to the average number of breaks per minute and the number of breaks per respiration cycle. For 
any of the signals and Features it is possible to compute long term and short term changes rates. The long term 
rate indicates the overall change of the signals compared to an initial baseline segment at the beginning of the 
experiment. The short-term rate captures relative changes between the current evaluation period and its 
preceding period. Further it is possible to include measures like the power in the alpha-band, beta-band and theta 
band from up to 7 EEG channels.  

An experiment consists of at least two phases, a training run and an online real-time classification and feedback 
run. During the training run all data required for computing a classifier are collected. This classifier is used 
during the online classification run to identify the current mental or physical state of the subject or to identify the 
exercise executed by the subject. Both runs can fully be controlled through two text files defining the 
corresponding paradigm. The first file defines the exercises the user has to execute along with the list of tasks to 
be accomplished for each exercise. Alternatively an external HTML page may be specified defining and 
controlling the tasks of the experiment. The second file determines the total number of trials and assigns each of 
them to one single exercise. The duration of one single trial, the amount of time the subject should be engaged in 
each exercise and the duration of breaks between distinct exercises can be freely defined through experimental 
parameters. The extracted feature signals are sampled at 16 Hz and stored independently from the raw biosignals 
which are acquired with a sampling frequency of 256 Hz. Thereby it is possible to keep the amount of data 
stored for each experiment at reasonably low levels, without losing any relevant information.  

Experimental setup 

The described experiment tries to identify the physical and mental load of the subject based on the ECG, GSR, 
Resp and 7 EEG signals only. The ECG signal is based on the bipolar derivation between the right shoulder and 
the Wilson lead V5. In the discussed preliminary result a thermistor based air flow sensor (SleepSens, S.L.P. Inc 
, USA ) was used to record the respiration signal. Alternatively a piezzo based respiration belt sensor can be 
used. The EEG signals were recorded from the FCz, Cz, P3, Pz, P4, PO7 and PO8 positions of the international 
10-20 system. For acquiring the GSR single two metal electrodes of the g.GSRsensor2TM were mounted on the 
medial phalanx of the subjects left index and middle finger. 

For both, the recording of the EEG signals and the ECG signals active electrodes connected to a g.GAMMAbox 
were used to reduce undesired artefacts and to improve signal quality. The common ground electrode was placed 
on the AFz position of the international 10-20 system and the common reference electrode was attached to the 
left ear lobe. The initial experiments consisted of four distinct exercises of 5 Minutes duration each. In the first 
exercise (REST) the subject had to sit still and relax. During the second exercise (D2-Test) the subject had to 
perform a D2-Attention test. For this test the subject has to mark all symbols which show a d character annotated 
by exactly 2 short lines. During the remaining two exercises, SLEEP and SPORT, the subject had to lay down 
and sleep and bend the knees respectively. Each of the exercises was split into 5 consecutive trials of one minute 
duration.  

Results 

The data recorded during the training run was used to compute a Linear Discriminant Analysis (LDA) based 
classifier for discriminating the REST, exercise, from D2-TEST, SLEEP and SPORT. The feature signals used to 
generate the LDA classifier were selected by applying the distinction sensitive learning vector quantization 
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(DSLVQ) feature weighting method to a set of 192 trials recorded for 4 individual subjects. The resulting set of 
features included the minimum, mean and maximum HR, the inhalation depth and stops per cycle the long- and 

short-term change rates of GSR the power in the ‐band of the EEG signals recorded from the positions P3, Pz 
and P4 and the power in the b-band of the positions P4, PO7and PO8. The resulting classifier was used in an 
online real-time evaluation run to identify, which exercise the subject was performing. In this run the order and 
duration of each exercise to be accomplished predefined by the paradigm equal to the training run. 

Figure 2 depicts the classification errors estimated by the LDA for each time point within all trials of one 
specific class. The plots indicate the classification error for all four different exercises, (REST class 1, D2-Test 
class 2, SLEEP class 3 and SPORT class 4) individually and the average overall error achieved. In this first 
experiment an error of 0% could be achieved at any time point of each of the exercises. The resulting classifier 
was than tested during the online validation run. In this run each sample consisting of an individual set of values 
for the selected features was analyzed and assigned to one of the exercise. In case the probability that a specific 
sample belonged to the class selected by the classifier was below 95 % it was assigned to the virtual zero class 
instead. Figure 3 shows the average classification error (blue curve) over all error achieved for all four exercises. 
This classification error was computed by comparing the class assignment of each individual sample recorded 
during the online evaluation run with the class expected for the trial the sample was recorded for. In the depicted 
experiment an average classification error of 5 % was achieved through out all experiments. In addition to the 
classification error the rate of false positive classifications which was approximately 5 % is shown.  

Discussion 

The relatively high rate of false positive classifications compared to the average classification error may be 
explained by the low number of only 5 trials per class used to compute the classifier. Thereby it was necessary to 
use the same data for computing and testing the classifier which may be over fitted to the training data. The 
results obtained during the initial tests show that the presented system allows to extract a large variety of 
physiological features and use them to discriminate the mental and physical loads of user defined exercises. 

 

Figure 2. Classification error for discriminating the four exercises Rest, D2-Test, Sleep and Sports. The break between the 
exercises was set to 90s. 
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Figure 3. Online classification error and false positive rate achieved by the subject during the feedback session. 
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Introduction 

The human brain has developed complex neural and cognitive mechanisms that deal with errors. Error awareness 
and processing is mediated by the supervisory cognitive control system. This system is concerned with the 
effortful activation and allocation of cognitive resources in the selection and processing of task-relevant 
information for the purposes of maximizing performance on tasks involving high difficulty, complexity, 
response conflict, or novelty [1]. Two components of control are distinguished: the regulative control is 
responsible for activation and implementation of control related processes; whereas the evaluative control deals 
with monitoring for the presence of errors and/or response conflicts and if needed with taking compensatory 
actions. Evaluative control is associated with the anterior cingulate cortex (ACC), which is also responsible for 
regulating emotional responses, while the regulative control is associated with various sites in the prefrontal 
cortex (PFC). 

Objective 

The objectives of this talk are: 1) to familiarize the audience with the brain mechanisms dealing with awareness 
of erroneous responses, 2) to explore options for measuring physiological correlates of such brain mechanisms, 
and 3) to present practical applications that can benefit from these measurements.  

Brain responses to errors 

Brain activity produces electromagnetic signals which result from the synaptic current flowing between the 
neurons in the brain cortex. These signals can be measured non-invasively along the scalp using an appropriate 
sensing technology, such as the electroencephalogram (EEG). EEG can be very useful in studying the functional 
role and the interaction between the different systems involved in various mental states and processes. Event-
related potentials (ERP) are patterned voltage changes embedded in the ongoing EEG that reflect a process in 
response to a particular event.  

The brain responses to errors can be also quantified using this technique. The electrophysiological reflection of 
the evaluative cognitive control function is called Error-related potential (ErrP). Depending of the source and the 
brain’s awareness of the error different types of ErrPs can be distinguished. ErrP emerging shortly after an error 
made by a human subject, usually in a choice reaction task, requiring a quick response to a stimulus, is called 
error-related negativity (ERN) or response ErrP. Another type of ErrP, the feedback ErrP, appears shortly after 
feedback indicating an erroneous response from the subject, in e.g. a reinforcement learning task. Whereas these 
neural correlates of error awareness are manifested after errors committed by the subjects themselves, ErrPs are 
also present after an observation of an error, for example committed by the interface the subject is interacting 
with. These are known as interaction ErrPs.  

Possible applications 

Understanding the origins of the different types of error potentials, their characteristic features and the factors 
affecting them would allow for their application in various contexts including: ensuring higher levels of safety, 
performance, and user experience enhancement. Interaction ErrPs are already used in brain-computer interface 
(BCI) systems to adapt the pattern recognition algorithms and increase the classification accuracy. Other systems 
relying on automated pattern recognition, such as speech recognition, face detection, etc., can also benefit from 
similar approach. Detecting and preventing human errors when time-critical decision making is required, for 
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professionals such as pilots, air-traffic controllers, surgeons, or drivers, can significantly improve safety. Error 
recognition can also help in optimal behavior learning by decreasing the likelihood of repeating erroneous 
decisions in the same context (biofeedback). 
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With the advancement of automated detection, CCTV operators run the risk of being swamped by false alarms. 
In order to avoid distraction, repeated false alarms may cause operators to start to ignore all alarms, knowing that 
each time it will most likely be false. In anticipation we have developed a camera surveillance interface with the 
purpose to handle substantial false alarm rates. The interface is designed to reduce task switches and minimize 
operator workload when false-alarms occur regularly. This challenge requires a set of audio-visual design 
measures. The ‘false-alarm robust’ interface may be viewed as supplementary to the other measures of human 
behavior described in the adjoining presentations. The prototype interface contains three approaches to help deal 
with false-alarms. 

Sources of false-alarms 

Besides originating in faulty hardware, false-alarms may have a variety of origins such as: 

 Software false-alarms: acoustic event (sound) detection. 

 Camera based false-alarms: license plate recognition, a person crossing a virtual ‘trip wire’, face 
recognition. 

 Human false-alarms: store and bank alarms (e.g. robbery). 

In this article we are interested in most false-alarms that do not originate in faulty hardware. The number and 
importance of each False-alarm varies with the information source. Few but important false alarms are expected 
to be generated by persons, such as a bank employee accidentally pressing a button which is linked directly to 
the police or to a surveillance centre.  Automated alarms are more likely to cause errors. Acoustic event 
detection and face recognition are examples of technologies which are particularly prone to false alarms [1].   

Priority alarms 

The most important alarms we categorize as ‘priority 1’. These alarms should not be missed and require a high 
attention value (i.e. a high conspicuity) leading to a quick response. Priority 1 alarms require a 2nd, ‘back-up’ 
operator if the primary operator does not respond within a specified amount of time. This approach should 

 

 

Figure 1. Conventional Video wall with numerous cluttered video images, ideal to hamper situation awareness and 
vigilance (http://www.videonext.com). 
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guarantee a timely response to the most important alarms, irrespective why the alarm is missed. Priority 1 alarms 
will at least include bank (robbery) alarms. The other alarms will be given lower classifications, depending on 
the required response time. 

Spatial awareness 

Camera surveillance of public spaces typically makes use of a ‘video wall’ with numerous video screens (see 
Figure 1). The spatial awareness of the operator is limited by the ability to integrate the individual images into a 
consistent whole. Our prototype interface contains a street map with color-coded field-of-view cones as an 
attempt to combine the top-down map view with the camera perspective [2,3,4]. The viewing cones are 
particularly useful in combination with pan-tilt-zoom cameras. Each camera cone is uniquely color-coded 
corresponding to the edge of the camera image to help switch eye fixation between the ‘video wall’ and the map 
display (see Figure 2). The colors are chosen to be easily identifiable from the corner of the eye. 

Sound Surveillance 

The interface further contains ‘Sound surveillance’, designed to draw attention to (sound) events that - most 
likely - occur outside the camera field-of-view. Each event that surpasses a threshold value on an automatic 
‘suspiciousness’ scale will briefly be played to the operator [1,5]. The location of the microphone recording the 
suspicious sound is simultaneously shown on the map display by smoothly expanding circles (not shown). The 
operator himself decides whether to pay closer attention to the event, saving precious time in case of obvious 
false-alarms. In an experimental study we examined ‘sound events’ interspersed with false alarms, simulating 3 
real events for every 17 false-alarms, i.e. a false-alarm rate of 85%. 

Conclusion 

Interfaces may be expanded to handle alarms, real as well as false. To maintain vigilance, priority is to minimize 
the effort needed to check on alarms, thereby minimally distracting from the main (surveillance) task. Sound and 
vision are by and large - but not entirely - complementary senses. Sound does not, for example, require eye 
fixations. The same holds true for alarms that are easily visible from the periphery [6,7].  Smooth motion and 
color are particularly useful to attract attention but not distract [8]. Lastly, coordination among co-workers is a 
must to not miss the most important alarms such as a robbery alarm. 

 

 

    

Figure 2. The interface (Left) centered on a map display showing color-coded camera viewing cones.  The map display 
(Right) increases spatial awareness of the camera locations, orientations, and zoom. The color coding helps to match the 
image above to the viewing cone. Located at the CIV (Centrum voor Innovatie & Veiligheid) of the city of Utrecht. 
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Introducing the PATRIA2 Project  

In professions such as the medical sector, as well as in power plants, chemical plants and in transportation, 
people are often busy with work that can be risky. In many cases the fate or well-being of individuals depends on 
the people who are responsible performing their tasks correctly. A safe performance is crucial, but the structured 
or even repetitive nature of many tasks can lead to a worker's loss of attention, stress or other mental states which 
negatively affect performance by increasing the likelihood of human error. Errors may arise from haste, 
carelessness, fatigue, or deviating from prescribed procedures, and they often lead to avoidable adverse events 
(AAE). 

The occurrence of AAEs can be reduced by monitoring the actions of workers by automatic systems. This means 
detecting deviations in task performance by observing it with cameras, extracting performance parameters, 
comparing the parameters to normative models for the correct implementation of the task, and initiating a 
corrective action when deviations are detected, either correcting the deviation or alerting the worker. It also 
means predicting the risk that an error might happen by detecting internal states of the worker that are correlated 
with error-proneness. 

The goal of PATRIA2 – the project this presentation serves to introduce – is an integrated hardware/software 
solution to automatically assess behaviour and actions of a single operator interacting with a computer while 
engaged in some routine activity. The solution derives a parameter indicating the likelihood of an erroneous 
action in a specific task related setting. To this end, the PATRIA2 tool that is currently being developed non-
invasively records eye gaze, head direction, gestures, facial expression, and user-input (keystrokes and mouse 
clicks). It relates operator’s actions as indicated by user input with other properties of the operator’s behaviour. 
In this way, the tool serves to mitigate risks posed by sub-standard task performance and human error. 

Not every kind of error and associated risk lends itself to technical mitigation though. PATRIA2 concentrates 
therefore on slips and lapses (errors of attention or memory) rather than on rule-based or knowledge-based 
mistakes (i.e. the execution of a wrong plan of action), which require re-training and other organizational 
solutions. Measuring such errors can be difficult, owing to the low probability of their occurrence. Finding a way 
of improving the assessment of errors has been a crucial part of the project.  

Analysing Error Proneness through Differentiation of Error Components 

In our experimental scenario, participants are required to operate a computer-simulated medical device, with 
different user interface versions, while simultaneously working on a secondary task that consumes attention and 
thus increases the likelihood of making errors. Each use error is subdivided into two components according to 
the subtasks of action: execution and evaluation. Execution errors and evaluation errors, as components of use 
errors, have a higher probability than the use error as a whole and are therefore easier to measure. Under normal 
circumstances, evaluation errors can only be discovered if an execution error was made beforehand. To detect 
evaluation errors independently of execution errors, we simulate execution errors (e.g., entering a wrong 
number) and analyse the user’s reaction in order to detect if they are followed by an evaluation error (also called 
a control error: failing to check if the input was done correctly).  

Our studies use two different user interface concepts of a syringe pump, the pump being simulated on a computer 
screen. Using a simulation makes experimental manipulation, as well as data collection, easier. During the 
experiment, each participant is required to programme the pump a certain number of times, to operate at various 
different flow rates, as if they would give different drugs to various patients. The task is complicated by a 
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secondary task that puts a strain on working memory capacity, by time pressure and a turbulent environment – 
circumstances that often appear, in principle, in the real application of medical and other devices (albeit in a 
different form), thus simulating a key feature of the final use cases in a controlled environment. The simulator 
introduces faked execution errors by replacing the user’s input with a different number on a selection of trials. 
Depending on experimental conditions, subjects fail to detect up to 30% of these faked execution errors (about 
10% on average), thus committing a control error. 

This scenario can easily be adapted to the investigation of a related error class, namely mode errors – doing 
something that would be correct if the device was actually in the mode one thinks it is in. In this case, one would 
use or simulate a device with two or more modes and covertly change the mode in the course of the experiment. 
The scenario is therefore suitable for at least two relevant error categories: failing to control one’s own input or 
failing to control the system state before or while making an input. These kinds of errors are among those that 
could possibly be compensated for by an automated behaviour observation system.  

Conclusion 

A method has been developed for studying the occurrence of control errors following an action that could be 
compromised by an execution error. This method introduces faked execution errors to enhance the likelihood 
that control errors can be detected. All keystrokes and mouse clicks are recorded together with the test 
participants’ eye-tracking data, head movements, facial expressions and gestures. Data from these different 
sources can then be used to develop or test hypotheses about indicators of risks and critical situations. Applying 
such knowledge is a crucial part of the PATRIA2 project that aims at developing an automatic monitoring 
system to reduce human-error induced risks in critical, high responsibility tasks, either through training or real-
time warnings.  
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Abstract 

People at work sometimes make errors, which can be of grave importance in some circumstances –e.g. medical, 
traffic- and bring nuisance and economic costs in other areas, e.g. order picking for web shops.  It would be of 
value then, to have systems that can observe task performance and signal when –possibly- errors are being made, 
and thus may help to save lives and money. The Patria2 project (EURegio 2010) develops a system for observing 
task performance in medical and other settings, using primarily camera systems, and  evaluates to what extent 
such a system could help in reducing avoidable errors by signaling increased risk of error. This presentation 
focusses on the challenges and problems of achieving adequate monitoring of task performance through the 
integration of results, in real time, from a number of vision systems under development at VicarVision. 

A human supervisor could see increased risk of error in the way a subject performs a task from observing two 
kinds of deviations from standard or low risk behavior: 1) deviation by subject from standard or prescribed task 
procedures; and 2) deviation from optimal affective and motivational work attitude, e.g. stress, frustration or 
boredom may have negative effects on task performance.  To see whether the subject deviates from standard 
procedures may require detailed knowledge of these procedures for the task at hand, as well as the ability to 
perceive specific details of task performance, hand and arm movements, direction of gaze.   To perceive mental 
states and emotional responses in a subject may require even more attention to details of facial actions and body 
movements. And while performing a task, a subject may move outside the limited scope of a single camera. 
Thus, multiple camera systems will be required just to register task performance in sufficient detail. And for task 
monitoring to be relevant in most tasks, it will be necessary that the monitoring system responds in real time to 
an increased risk of error observed. 

The Patria2 system involves three vision subsystems. FaceReader, a system for analyzing emotional expressions 
on the face that is available as a commercial product for behavioral research since almost 5 years 
www.noldus.com/human-behavior-research/products/facereader. GazeTracker, for determining direction of gaze 
from standard camera images, e.g. a webcam, and BodyReader, for the analysis of body pose en motion from 
video, are both under development for some years, but have not yet achieved maturity as a product.  A typical set 
up for the Patria2 system uses six cameras. 

The presentation will give an overview of the vision systems comprising the Patria2 architecture, status, 
performance and challenges. A number of special issues will be discussed: 

 Alternative architectures for processing and integrating six or more camera streams in real time; 

 Use of stereo and mono camera configurations; 

 Integration of standard infrared eye tracking systems; 

 Use of active depth sensors (Kinect); 

 Problems of measuring mental states from video;  

 Problems in identifying the precise steps in task performance.  

 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 217



Structural Knowledge Assessment: Change in Cognitive Structure  
Due to Playing a Serious Game 

P. Wouters 

Department of Information and Computing Sciences, Utrecht University, Utrecht, Netherlands. 
P.J.M.Wouters@uu.nl 

Introduction 

Verbal assessment (e.g., knowledge tests, transfer tests) is often used to determine the effectiveness of complex 
learning environments such as serious games (computer games used for learning and instruction). However, 
current thinking in cognitive science emphasizes the importance of knowledge organization in learning complex 
skills [1]. An adequate organization of knowledge in knowledge structures warrants the capability to integrate 
new information with existing knowledge making the new information meaningful. We propose that structural 
assessment can be used to measure the quality of knowledge structures. 

Structural assessment 

The underlying assumption of the structural assessment approach is that we organize our knowledge in 
knowledge structures containing the important concepts of a domain and the relations among those concepts [2]. 
Although several methods exist to measure knowledge structures (e.g., ordered-tree techniques, cluster analysis), 
we have chosen the Pathfinder approach. Two important reasons for this choice were: (1) it does not force a 
hierarchical structure on the data but identifies meaningful links between concepts, (2) it is a rather 
straightforward method with predefined concepts, requiring less introspection and cognitive effort from the 
assessee. Three steps can be distinguished to implement a structural approach to measure and interpret 
knowledge structures.   

1. Knowledge elicitation 

Rating the relation between concept pairs is applied in cognitive psychology and is assumed to capture the 
underlying knowledge organization. The selected concepts are randomly combined and presented in n(n-1)/2 
pairs (n is the number of concepts) to the learner who has to rate these on a 5, 7 or 9 point Likert scale. The pair 
ratings result in a matrix of proximity values between concepts indicating how closely the concepts are related 
(see Figure 1, left). 

 

 A B C D E 

 A 0 1 3 2 3 

B 1 0 1 4 6 

C 3 1 0 5 5 

D 2 4 5 0 4 

E 3 6 5 4 0 
 

 

Figure 1. Proximity data (left) and their representation in a PFNet (right). 

Pairs A-B and B-C have a distance of 1 and are directly connected because no shorter, indirect path exists (there is no lower 
link weight sum than 1). A-D has a distance of 2. A direct link connects the concept pair A-D because no shorter path can 
be found. As an example, consider the potential shorter path in which A-D is connected via A-B and B-D. A-B has a link 
weighed sum of 1, B-D one of 4 which makes 5 which is not a shorter path. The pairs A-E and A-C have distances of 3. The 
procedure creates a direct link for the pair A-E, but not for A-C. In the latter case a shorter indirect path from A to C exists 
via B. 
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2. Knowledge representation 

The proximity values are difficult to interpret, therefore the elicited knowledge should be represented. The 
Pathfinder procedure uses a graph-theoretic distance technique (it uses the distance measured by the minimum 
number of links connecting two nodes in a graph) to represent the proximity matrix in a graphical network 
structure (a PFNET) [3]. Pathfinder links all concepts and assigns a weigh to each link (based on the ratings). 
Next, the Pathfinder algorithm removes direct links if there exists a shorter, indirect path that connects both 
concepts (see Figure 1). 

3. Knowledge evaluation 

The third step concerns the evaluation of the knowledge representation with a referent knowledge structure (e.g., 
instructor, expert). For the selection of an appropriate referent, issues such as the agreement on the core concepts 
in a domain and the number of instructors/experts used to generate the referent structure should be taken into 
account. In this paper we will use: similarity (the number of common links between both networks divided by 
the total number of links), coherence (an indirect measure of similarity by correlating the ratings given for each 
item in a pair with all of the other concepts) and graph-theoretic indices of the focal node (analyze and compare 
the central concepts). 

Methods 

Participants and materials 

We used the game Code Red: Triage in which advanced (n = 10, Mage = 41) and novice players (n = 9, Mage = 31) 
learn in 20 minutes the basic procedure to classify victims according to their injuries. Before and after the game 
we administered a verbal test (10 mpc items on procedural and declarative knowledge) and structural assessment 
(based on 13 concepts, 78 pairs, 3 experts were used for the referent structure, 9-point Likert scale).  

Results 

The verbal test shows that both groups performed better after the game, but the differences before the game 
between advanced learners and novices had disappeared after the game. A closer look reveals that novices 
benefit most with regard to procedural knowledge, whereas advanced learners benefit most with regard to 
declarative knowledge. 

The similarity of novices with the referent increased due to the game. This was not the case for advanced 
learners. The initial larger similarity with the referent for advanced learners -in comparison to novices- 
disappeared after the game. The coherence scores for novices did not differ from the advanced learners neither 
before nor after the game. For novices the decrease in coherence after the game was weakly significant, while 
the decrease was significant for the advanced learners. 

 

Table 1. Results of verbal and structural assessment. 

  Novices (N = 9)  Advanced learners (N = 10) 
  Before game  After game  Before game  After game 
Knowledge test         

All items  4.00 (1.22)  6.89 (1.76)  7.70 (1.16)  8.30 (1.16) 
Declarative items  2.89 (.93)  3.56 (.53)  3.90 (.74)  4.30 (.67) 
Procedural items  1.11 (.78)  3.33 (1.50)  3.80 (.92)  4.00 (1.15) 

         
Structural assessment         

Similarity scores  .11 (.07)  .16 (.07)  .24 (.13)  .21 (.08) 
Coherence scores  .50 (.12)  .31 (.24)  .49 (.24)  .30 (.20) 
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Figure 2. Path distance matrix for the averaged expert PFNet. 

 

We computed the three focal nodes: highest degree node (the node(s) with the greatest number of links), median 
node (the node(s) with the smallest average distance to all other nodes) and center node (the node(s) with the 
smallest maximum distance to any other node) for all PFnets (see Figure 2 for an example). Based on these 
nodes we defined the central concepts in the expert’s PFNet. Advanced learners, but not novices, show a 
converging of central concepts with experts after the game. 

Conclusion and discussion 

The results suggest that structural assessment measures an individual’s understanding of a domain at least 
differently from verbal assessment. While verbal assessment may provide a more nuanced picture regarding 
declarative and procedural knowledge, structural assessment may add an in-depth understanding of the concepts 
that are regarded important in a domain. The pattern of results yields at least three questions that should be 
discussed. First, we failed to find an increase in similarity between the advanced learners and the expert referent 
after the game. It is possible that there is no ‘ideal’ referent structure, but that each level of expertise requires a 
different referent structure (cf. [2], [4]). The second question concerns the high number of links in the PFNets. A 
possible explanation is that participants have used many extreme relatedness ratings (so many 1s and 9s) or rated 
many pairs as highly related (8s and 9s). For example, most novices show an increase in extreme relatedness 
ratings after the training which may have caused many tied values and Pathfinder includes all links when there 
are tied distances. The third question pertains to the decrease in coherence. It is possible that the lower coherence 
can be partly attributed to the fatigue and decreasing concentration during the second rating. An alternative 
explanation may be that the knowledge organization became more differentiated in connected clusters. For 
example, a cluster around physical body characteristics versus a cluster around environmental, external 
characteristics. Finally, we propose four guidelines to effectively use structural assessment in serious games:  

1. Determine whether the domain allows a referent based structural assessment with similarity (agreement 
on important concepts in a domain) or that a referent free assessment with coherence is more 
appropriate.  

2. When a referent based structural assessment is chosen, consider carefully which type of referent is most 
suitable. Especially when different levels of expertise are involved.  

3. The concepts should be unambiguous and their number should not be too high (13-20 concepts). 
Consider to use a subset of a domain when a domain involves more than 20 concepts. 

4. Consider the analysis of the graphical knowledge representations to obtain in-depth information about 
the quality of the knowledge structures. 
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Abstract 

In this paper, UX Laddering is introduced with its underlying theoretical perspective, Means-End Chain theory, 
and its methodological approach to measure game player experiences. Firstly, UX Laddering is positioned along 
the spectrum of game experience research methods. Then, a Means-End Chain theory inspired Game eXperience 
Model is presented. Next, the four-step approach of the UX Laddering methodology is briefly described, 
including  
1) product interaction, 2) preference ranking, 3) Lenient Laddering and 4) a qualitative and quantitative analysis. 
This paper ends by explaining the applicability of the outcome of UX Laddering, the Hierarchical Value Map, as 
a communication tool towards game designers to support them in taking informed decisions during the game 
development process, from the analysis to game design and evaluation phase.  

Introduction 

A thorough understanding of game experiences requires insight into the complex interplay between three factors, 
including the 1) players, 2) characteristics of the game system, and the 3) game context [1]. Game experience 
can be measured on each of these dimensions. Studies that aim for an understanding of the game play context 
rely mostly on ethnographically inspired methods. The methods employed in studies on the assessment of the 
game system used to focus on bug testing, but recently also have incorporated more event-logging user data [e.g. 
gameplay metrics] [1]. The assessment methods of the idiosyncratic game experience of the player are most 
diverse. To illustrate, these cover amongst others objective, quantitative psychophysiological measurements [2], 
subjective surveys such as the Game Experience Questionnaire [3], as well as usability-oriented methods such as 
the RITE method [4] and more qualitative formative user testing methods like Deep Gameplay or the Initial 
Experience Playtest [5]. Many of the methods mentioned above have been introduced to support the design and 
development of games. Over the last years, game designers and researchers have been inspired by user-centered 
design practices in their search for appropriate methods to include players in a more player-centric game design 
process [5]. Typically, these measures are employed rather late in the game design cycle when most decisions 
that shape the gameplay have already been defined by the team of game designers. Yet, this is unfortunate 
because many design decisions can benefit from insights from user research from an early design stage onwards. 
Game design constitutes a second order design [6], meaning that a designer can only design the rules of the game 
and never the direct player experience. It is the challenge of finding the right theoretical perspective and 
methodological approach to account for the motivations and experiences of the players throughout the whole 
game design and development process. As an answer to this challenge, UX Laddering and its underlying 
theoretical framework – Means End Chain theory- are introduced to the game research community.  

Games as a means to an end 

Means-End Chain (MEC) theory has been developed in the domain of consumer research to provide an 
understanding of how people’s needs and desires can be fulfilled through the interaction with products. In 
essence, Means-End Chain theory focuses on the linkages (chains) between product attributes (the means) on the 
one hand, and consequences of product use and personal values (the ends) on the other hand. The underlying 
premise is that people perceive certain product attributes as most likely to have certain desired consequences, 
which in turn seem beneficial to their individual values [7, 8]. Recently, it has been recognized that MEC theory 
can support research studies in other domains than consumer research because of its comprehensive perspective 
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on how to understand and analyse product experiences. More particularly, it has been argued that the user 
experience construct lends itself especially well to analysis in the context of MEC theory [9–11]. MEC theory’s 
underlying premise points out that people prefer products, not because of the product’s characteristics, but rather 
because of what these attributes can do for them in a particular context; the consequences of using a product 
unfold in the interaction between user, product attributes and context. This premise has also been agreed upon 
among user experience researchers. Moreover, it is also this premise that draws the parallels with game design as 
a second-order design problem. The design of a game system can never be a goal in itself, but rather that it is a 
means to provoking meaningful play as well as fulfilling player needs and values in a specific game play context.  

Based on the insights from the game/user experience concept and the MEC theory we have summarized the 
potential of the MEC perspective for measuring player experiences, see Figure 1. In this MEC inspired Game 
eXperience Model, it is highlighted that in a particular game play context, both the pragmatic (e.g. usability-
related) and hedonic (e.g. relating to aspects as flow or fantasy) game system attributes should be considered as a 
means to engage players in a meaningful game experience. 

UX Laddering 

The MEC theory provides us with several methods to reveal and understand product experiences and 
preferences. Laddering is one of these methods and foresees in a specific in-depth one-on-one interview protocol 
aimed at eliciting the respondents’ attributes-consequences-values ladders with respect to a (limited set of) 
product(s). Laddering also refers to a particular data analysis protocol [12]. Recently, the potential of Laddering 
for Human-Computer Interaction (HCI) researchers has been put forward, which resulted in 2009 in the 
definition of UX Laddering [13]. UX Laddering is characterized by a four-step approach involving 1) product 
interaction, 2) preference ranking, 3) Lenient Laddering and 4) a qualitative and quantitative data analysis 
approach. UX Laddering always places the product under interest in a comparative, meaningful choice context, 
in which the experience with one or more alternative products or product classes is considered. As experiences 
unfold in the interaction between the individual and the system, and this in a particular context, people can only 
be questioned when they are able to reflect upon actual product interaction, and this preferably in a meaningful 
setting. Hence, UX Laddering’s first step foresees in a short product interaction. Then, in the second step, the 
attribute elicitation phase follows by means of preference ranking. When the respondents are asked to rank two 
or more products, they will focus more on visible and concrete differences between the products than when the 
task is to elaborate freely on important product features [14]. The third step of UX Laddering consists in the 
actual interview in which the respondents are asked to reflect on those criteria that are important in 
distinguishing the products and in explaining what the experience with these products mean to them. The 
respondent is then repeatedly asked why-questions as many times as needed to reveal all relevant and salient 
criteria. It is this why-probing that typifies the Laddering interview approach during which the interviewer 
continuously asks for higher ordered, more abstract reasons and thus strives to climb up the ladder of attributes, 
consequences and (if possible and/or relevant) values [8, 15]. 

As for the fourth and last step, the UX Laddering data analysis, both a qualitative and a quantitative phase can be 
distinguished. It begins with the analysis of the interview transcripts according to the standards of qualitative 

Figure 1. A Means-End Chain theory inspired Game eXperience Model.
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research and content analysis. The, the quantitative data analysis follows in order to reveal those dominant 
motivations that do no longer represent individual ladders but means-end chains at the aggregate level. This 
aggregation process results in the identification of the dominant relations at group level whereby marginal, 
individual links that are not repeatedly mentioned are ignored, and this all visually presented in a Hierarchical 
Value Map (HVM). Figure 2 shows an example of a HVM [16]. Such a HVM is the ultimate goal of UX 
Laddering as it provides an overview of dominant perceptions and motivations for using a certain product [15]. 

The Hierarchical Value Map as a communication and design support tool 

The end result of UX Laddering foresees in a visual summary, the HVM, that highlights the most important 
results at a single glance, but at the same time includes sufficiently openness to account for the rich, qualitative 
insights that were gained during the in-depth interviews. Using the HVM as both a communication and design 
support tool is promising because the best communication strategy among researchers and designers, is one that 
enables both types of experts to talk in a similar jargon [17] and in which the results are concisely presented but 
at the same time do not lose all their richness [18]. The HVM accounts for these aspects and also facilitates a 
communication and decision strategy in which the right priorities are set based on the research conclusions while 
also leaving sufficient openness for design interpretation and discussion [18].  

For instance, referring back to example in Figure 2, the HVM explains why certain children preferred one cuddly 
toy interaction game to the others. More particularly, it revealed that the bird prototype was preferred because of 
its physical interaction (flapping the wings) that led to the psycho-social consequence of immersion or mastery 
whereas the penguin (wiggling) and kangaroo (jumping) alternatives were preferred for benefits related to 
humour. The UX Laddering study showed the specific meanings these interactions had and the kind of 
experiences these could evoke among their players. Yet, these insights do not immediately prescribe new design 
aspects. Although there is still room for discussion, the design team will be able to take more informed decisions 
as they have insights into how and which concrete elements of their game relate to which player benefits [16].  

Figure 2. Example of a Hierarchical Value Map of a UX Laddering study in which children’s dominant motivations of
playing three types of cuddly toy interaction games are presented, to be read from bottom to top [16]. 
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Conclusion 

This paper introduced UX Laddering and its underlying theoretical framework as a comprehensive approach to 
understand player experience whereby the results can be used to support the game design process. The UX 
Laddering approach reveals the link between players’ motivations and game play benefits on the one hand and 
specific game design elements on the other hand. Its data gathering is based on interviews and the data analysis 
makes a transition from qualitative to quantitative analyses in order to reveal the dominant patters of player 
experiences. UX Laddering can be added to the game experience toolbox of methods that inform the design 
process of a game from the early development phases onwards. Its underlying theoretical framework, Means-
End Chain theory, provides us with an array of concepts to describe the emerging game experience. When the 
interaction between the game system and the individual player is reflected upon, the UX Laddering method gives 
game researchers and designers the methodological support to understand it. 
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Introduction 

Through a number of experiments we tried to determine general game design rules that improved the efficacy of 
a certain serious game. The game was called Code Red Triage, a total conversion modification of Half-Life 2, 
and was purposefully made in order to systematically empirically test the aforementioned game design rules, 
which in turn were based on better aligning the game with the player’s cognitive system. 

In Code Red Triage, a player would take on the role of a medical first responder, who has to learn how to 
perform a mobility (sieve) triage, or categorizing the many victims of a mass casualty event according to 
urgency of needed medical attention. The player started at the central hall of a train station where he (or she) 
received a message that a terrorist bomb strike had taken place on one of the subway platforms. The player then 
had to find the way to the subway platform via a number of winding corridors. Arriving at the platform, the 
player could triage victims by walking up to them and entering the triage menu; here, the player could choose a 
number of triage actions and assign one of four triage categories. From the feedback provided after performing 
the triage actions, as well as after categorizing the victim, the player had to deduce, iteratively through nineteen 
victim cases, what the correct procedure of the triage was. The feedback was presented in the form of short text 
snippets and a game score which detailed how well the player had performed the triage procedure on the current 
victim. 

A total of six studies were performed with the game: a pilot study, a media comparison study where the efficacy 
of learning with the game was compared to learning with a conventional PowerPoint slideshow, and four value 
added experiments where the effect of one or more interventions were compared with a control group. The 
experiments were based on Mayer’s cognitive theory of multimedia learning [1], which states that one goes 
through three cognitive processes in order to learn something: the selection of relevant over irrelevant 
information, the organization of the relevant information into coherent knowledge structures, and the integration 
of these knowledge structures into prior knowledge. The four experiments were: (1) the introduction of auditory 
and visual attention cues to ameliorate the selection of relevant information; (2) a 2-way comparison between 
just-in-time and just-in-case option complexity versus a massed or a spaced approach to victim complexity, to 
see which approach led to improved organization of information; (3) the introduction of an adaptation engine 
where, if the player scored well on a certain victim, similar victims were deleted, to see whether this led to more 
efficient information organization; and (4) the introduction of surprising events to stimulate better knowledge 
integration. A complete description of the experiments, as well as the results, can be seen in [2]. Here instead, we 
will focus on the used measurement instruments and how the participants’ scores correlate, as an indication of 
their validity. 

Game experience 

Any experiment on learning with games may be confounded by a participant’s prior game experience for a 
number of reasons. For instance, a novice to games and 3d games especially, may need to afford considerably 
more mental effort to spatially navigate an avatar through a game world than a person that has ample experience 
in this, which in turn could lead to less cognitive capacity that may be used for learning. Additionally, 
experienced gamers will be more accustomed to ways in which a game conveys important information to the 
learner.  
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One of the problems we faced was how to measure prior game experience. A conventional way would be to ask 
how many hours a participant spends playing games per week; however there are three problems with this 
measurement. Firstly, a person may have spent ample time playing games in the past, but has been too busy to 
play games lately, in which case he would be incorrectly categorized as an inexperienced gamer. Secondly, it is 
unclear what type of game experience it measures; a person may play many hours of solitaire on an office 
computer but still be unable to spatially navigate a 3d environment. Lastly someone may not play games, but like 
to read about them extensively. 

We had purposefully made the way from the train station to the subway platform labyrinthine, in order to 
measure the time it took a participant to reach the platform, under the presupposition that experienced gamers 
would have less problems with spatially navigating the virtual environment, and therefore arrive quicker. 
However, in a pilot study we found this to be completely uncorrelated with time spent gaming [r(19) = 0.13, 
n.s.]. By surveying the paths taken and asking the participants afterwards, we discovered that experienced 
gamers were more inclined to wander off and explore the game world, whereas inexperienced gamers were more 
inclined to follow the signs towards the subway platform. In the end we therefore settled with a self-report 
measure that asked whether the player a) rarely played games, b) sometimes played games, or c) considered 
themselves a gamer. This was highly correlated to time spent gaming in the four experiments [r(41) = 0.85, r(56) 
= 0.69, r(28) = 0.67, r(41) = 0.70, respectively, all p’s < 0.001] and, for the first (attention cueing) experiment 
was able to discern a significant effect of prior game experience on the ability to understand and correctly use the 
visual cues. 

Learning 

Arguably the most important part of measuring the efficacy of serious games for learning is measuring how 
much is learned. Three measures for learning were used: an in-game score, a pen-and-paper knowledge test and a 
structural knowledge assessment. 

In-game score. The in-game score was a measure for how well the player performed the triage procedure on a 
victim, ranging from 1 to 100 for any victim, to a total of 1900 for all 19 victims. Aligning the thing to be 
learned with the core game mechanics leads to better learning [3]; but at the same time it also makes for an 
excellent stealth assessment [4], where the player’s learning progress can be continuously monitored without him 
(or her getting) disengaged from the game. A possible problem with using the in-game score as a measure for 
learning could however be that choosing the wrong option will lead to a lower score, but provides the player 
with the opportunity to learn from his mistake, possibly even more so than a person that chose the right answer 
and doesn’t reflect on his actions. The performance in the game may therefore not be an accurate depiction of 
actual learning after the game is finished. 

Pen-and-paper knowledge test. We consequently also had the participants perform a knowledge test before and 
after the game. The questions were in the form of ‘given a victim where you just measured x, then the next step 
in the primary triage procedure would be?’. Eight of the questions were verbal only, eight additional questions 
also contained a screenshot of a victim as it would appear in the game. The pictorial versions of the questions 
were added because, in research done by [5], it was found that people who played a game remembered visual 
information better than text. In the four value-added experiments the participant had to choose one of four 
possible answers per question, in the comparison experiment with a PowerPoint presentation, each question had 
one of six possible answers and an additional retention test was performed a week after the intervention. 

Structural knowledge assessment. While pen-and-paper knowledge tests are a good way to measure the 
learning of declarative knowledge and how well a participant can replicate this knowledge afterwards, it is ill-
suited to measure deeper learning, or how well the learner stores knowledge structurally. We therefore used 
another instrument, the structural knowledge assessment, specifically to measure deeper learning. For this, the 
participant had to rate pairs of concepts of the triage procedure on their degree of relatedness. From these 
relatedness ratings, a computer program (PCKNOT) uses the Pathfinder algorithm to create graphs, where 
concepts that are closely related to each other only have one or a few links separating them, whereas concepts 
that are unrelated appear further away in the graph [6]. These graphs can subsequently be compared with those 
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of an expert leading to a similarity score [7]. This score is then a measure of how well a participant’s knowledge 
structure resembles that of an expert and an indication of transfer of training [6]. 

Correlations and conclusions. Due to space constraints, we will only report the interesting correlations between 
different measurement types. For the four value-added experiments they are printed in Table 1. In addition, in 
the study comparing the game to a PowerPoint, both the verbal knowledge test and the pictorial knowledge test 
were correlated with the in-game score after playing the game [r(48) = 0.90, p < 0.01; r(48) = 0.60, p < 0.01 
resp.], as well as for the delayed knowledge tests [r(47) = 0.78, p < 0.01; r(47) = 0.75, p < 0.01 resp.]. The 
structural knowledge assessment after playing the game was correlated with both the verbal knowledge test and 
the pictorial knowledge test after the game [r(47) = 0.30, p < 0.05; r(47) = 0.30, p < 0.05], but not with the in-
game score.  

Table 1. Correlations between the different learning metrics over the four different experiments. SKA = Structural 
Knowledge Assessment, * = p < 0.05, ** = p < 0.01 

 Score – Verbal 
knowledge test 

Score – Pictorial 
knowledge test 

SKA – Verbal 
knowledge test 

SKA – Pictorial 
knowledge test 

SKA - Score 

Experiment 1 0.573** 0.744** 0.364* n.s. n.s. 
Experiment 2 0.291* 0.505** n.s. 0.363** 0.293* 

Experiment 3 0.546** n.s. n.s. n.s. n.s. 

Experiment 4 0.409** n.s. 0.378** n.s. n.s. 

 
Given the results mentioned above and in Table 1, there doesn’t seem to be a measure that is entirely redundant. 
The verbal knowledge test is always correlated with the in-game score, which corroborates the notion that the in-
game score is a valuable measure for learning in the game. Interestingly, the pictorial knowledge test seems to 
more closely measure what was learned in the game in the first two experiments, but then is uncorrelated to the 
in-game score in the latter two experiments. The reason for this ostensible switch is unclear. In addition, Table 2 
shows the measures that revealed a significant effect of the experimental condition.  

In Table 2 one can see that the structural knowledge assessment has been able to pick up effects of an 
experimental condition that a pen-and-paper knowledge test was unable to discover, meaning that game design 
decisions sometimes activate the deeper processing capabilities of a player without affecting more superficial 
learning, or even the in-game score. Given the previous considerations, we therefore advise the usage of all three 
different measures for learning.  

Table 2. Measures that showed a significant effect of condition, * = significant effect but unimportant due to differences in 
the way the condition was set up 

 Verbal knowledge 
test 

Pictorial 
knowledge test 

Struc. Knowledge 
Assessment 

Score 

Experiment 1 n.s. n.s. Sig. Sig. 
Experiment 2 n.s. n.s. n.s. Sig.* 

Experiment 3 Sig. Sig. Sig. Sig.* 

Experiment 4 n.s. n.s. Sig. n.s. 

 
Affect 

We lastly want to briefly discuss the affective measure(s) that we used. Primarily we wanted to test whether the 
game design interventions did not negatively influence the engagement of the game, as some cognitive guidance 
techniques could take the player out of the experience. We therefore needed to measure both the 
enjoyment/engagement of the player as well as their feelings of presence. For this we used the engagement 
subscale of the ITC Sense Of Presence Inventory (SOPI) [8], as this seemed to give a good mix of the two while 
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not overburdening the participant with questionnaires. However the Cronbach alpha’s were poor (< 0.60) for two 
of the four experiments and in between eight experimental interventions, only one saw a small significant 
improvement in engagement. We offer three main reasons for this: One, small cognition-based game design 
interventions do not impact engagement. Two, the scale is rated on a five point Likert scale and participants 
rarely used the extremes, making any possible effect very subdued. Two, in letting the participant play only one 
condition of the serious game, it is unclear what the user’s reference point was to indicate how engaged he was. 
Was it another form of instruction, in which case the game could have been appraised favorably, or was it a 
(entertainment) game, in which case our comparably dull serious game may have suffered. We therefore propose 
that researchers use 7 point Likert-scales as well as give the player a clear referent to measure the serious game 
(condition) against. 
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Introduction 

Serious games for contexts not primarily aimed at entertainment are a well-established phenomenon. Well-
designed serious games captivate players for a specific purpose, and in spite of the often non-entertainment 
purpose they provide engaging environments. Players are provoked to endeavor in higher-order cognitive skills 
such as handling of information, decision making and solving problems. Serious games are widely implemented 
in areas as diverse as healthcare, the military, and persuasive technology or applications aimed at attitude change 
[1]. There is also the rising trend to use serious games in recruitment contexts, e.g. to acquaint people with 
certain professional areas and enthuse them, of which America’s Army [2] is a famous example. Using serious 
games for assessment in a recruitment procedure, is one step further, which is gaining popularity as a screening 
means next to standard interviews. Playing a game with the goal of assessment is about uncovering personal 
traits, skills and capabilities (or, of course, deficiencies) that are present in persons. Personality tests have been in 
use for a long time already e.g. for employee selection, team building or training. They can be paper tests, 
interviews, or computerized versions of these, but there are a few disadvantages, one of them being the fact that 
it is sometimes too easy to give socially desirable answers. Furthermore, a self-report questionnaire does not 
provide information about the players’ decision process. Our idea is that accommodating assessment in a game 
(although not purely meant to entertain) provides a richer, less repetitive and predictable, and more immersive 
context. Players might act more natural and intuitive compared to holding a pen and paper, and thus contribute to 
the validity of the measurement. Serious games can uncover individual personality traits of people in a structural 
manner, uncolored by the chemistry between interviewer and (future) employee. 

The Compliance Game 

This paper describes the process of developing a first version of “The Compliance Game” and its evaluation, 
followed by a second version and its evaluation. An additional aim of the project, using the game as a test bed, is 
to develop a notation and visualization method called ”GameDNA” (Game Discourse Notation and Analysis). It 
is player-centric and accommodates mental but also other actions that players face in the game, along with the 
discourse between system and player [3]. In serious games where balancing between mental decisions and effort 
from the player, and reactions to the system is the issue, this becomes important. With this tool people from 
different disciplines (as in this research project) can clearly see what the player has to do, how the flow of 
information is shaped and how the prospected measurable features are balanced and correctly implemented. 

There were three partners in the project. GITP is an international Human Resource Management consultancy 
firm whose goal is to enhance organizational effectiveness and performance by assessing people. In this project, 
they wanted a game developed to measure “Compliance”: the tendency of an individual to agree with an 
instruction from another person, even if he/she does not believe it, only to satisfy the other(s) or to avoid 
conflicts. Serious games have been used in the context of compliance, such as “Straight Shooter!” by [4], a real-
time 3D e-learning game aimed at compliance. However, this involved training, while our aim was assessment, 
uncovering which attitudes are already present in people before they possibly enter a company. Compliance is a 
hot topic today in the aftermath of financial crises in banking and financial services. There is a need for better 
assessment, as the rules are getting stricter and policies are changing. The technical development was done by 
Ranj, a serious game studio that is endeavoring to serious games for assessment, such as their award winning 
“Houthoff Buruma The Game” [5]. The third partner is the Department of Information & Computing Sciences 
(ICS) at Utrecht University and is involved in various gaming projects such as GATE [6].  
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The Compliance Game version 1 

Content 

In the Compliance game, the player acts in a setting in which Compliance and its associated behavior is an 
everyday occurrence: the sales department of an international company that manufactures smart connected 
devices (e.g. computer pads). The player acts in a story, makes decisions and expresses opinions. In the scenes in 
the game assignments must be carried out (or not), managerial decisions must be taken, suggestions to act 
immoral (but profitable for the company) must be acted upon.  

The game “storyline” was made as engaging as possible, and was constructed such (especially the dialogues) that 
players will believe that the game characters reactions are a specific reaction to the player’s own actions. This is 
not the case in reality, the game is sequential in the sense that all players have to pass the same milestones, 
although there is of course freedom in actions/answers during the game. The measurements (see next paragraph) 
are quantitatively analyzed afterwards, therefore it should be safeguarded that all players are confronted with the 
same events to act on. The building stones of the game are: 

 Animated realistic characters (Figure 2) which are moving and talking (pictures of humans shown as 
moving stills, audio fully streamed). They talk to the player and ask questions. 

 Text shown, e.g. the actions the player can choose from.   

 A Smartphone (Figure 1). Text messages, emails and voice message arrive here, and can be read/listened to. 

 Actions: grab phone with the mouse, open an item and close it, and choose actions and make decisions by 
clicking on one of them. 

Measurements in the game 

What is measured is the construct “Compliance” and 4 constructs of “Machiavellianism”, one’s propensity to 
distrust others, engage in amoral manipulation, seek control over others, and seek status, for which scales already 
exist in reliable reference tests [7]. 5 constructs are measured: Compliance, and of Machiavellianism: “Distrust 
in others”, “Amorality”, “Desire for control” and “Desire for status”. The actions in the story that players choose, 
correspond to a 4-point Likert-scale of which the answers range on the spectrum on one of these 5 constructs. A 
typical situation in the game is that the player is confronted with the dilemma whether to accept assistance from 
someone else or not (there might be a hidden agenda behind it), involving considerations of whether and how to 
delegate. The player has to indicate the degree to which he/she would act compliant on a certain proposition 
(Figure 3). 

What this game should accomplish is to measure the same as the reference tests do, i.e. correlate highly. If 

Figure 1. Using the smartphone in the game.               Figure 2. A talking and moving character in the game. 
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similar scores on the 5 constructs are yielded, one can say that the game can be used in a valid way to measure 
such personality traits. The first game version consisted of 5 scenes. Each scene is a part of the story and 
accommodates 3 different constructs in the storyline on which the player has to act. In each scene, there are 3 
actions pertaining to the  constructs involved, 2 actions during dialogue, and 1 action at the end. When the game 
is played, there are 3 measurements on each construct, which are subsequently averaged to a score indicating the 
position of a player on that construct.  

Evaluation of game version 1 

The first game version was played by 72 test participants from diverse age groups, backgrounds and professions. 
After playing the game, they also filled out the “classical”, validated reference test (online) consisting of 36 
questions, aimed at measuring the same constructs. This in total took about 45 minutes. The aim in this phase of 
the project was to have a game that yields the similar scores as the reference tests. Although at first glance 
similar average scores on the constructs of the game and reference tests were found, the results were not yet 
convincing. On none of the constructs, correlations between game score and reference test score reached 
significance. Analysis showed that the problem probably was the reliability; the internal consistency (Cronbach's 
alpha) of the 3 items of the 5 constructs was very low, respectively Compliance .30, Distrust .35, Amorality -.32, 
Control .15 and Status .14. In other words, the separate items of each construct did not quite measure the same 
thing. Qualitative questionnaires that were administered in addition revealed that in general, the test participants 
claimed to like to play this game, at times they felt “immersed” and found it more interesting (and at times more 
difficult) than filling out questionnaires. 

The Compliance Game version 2 

Development 

After the informative, but not sufficiently satisfying results of the evaluations of the first game version, careful 
analysis took place. Using GameDNA, the game and the empirical results were carefully dissected and we 
scrutinized the places where inconsistent answers took place. The measurements of each construct were revised 
or replaced, and the amount of measurements was extended to 4, in order to obtain more reliable means that are 
based on more scores. The game was shortened a bit, answers that had the risk of ambiguity were refined, 
unnecessary interaction between system and player removed and more details were changed, including some 
graphics and audio. 

Evaluation 

Now there were 64 participants from diverse age groups, backgrounds and professions. The preliminary results 
are slightly more promising. Amorality in the game and amorality by the reference test had a significant 
correlation, r(63) = .53, p < .01, and Cronbach's alpha of this construct (4 items) measured in the game was in 
the right direction at .42. Compliance in the game and compliance by the reference test also had a significant 
correlation, r(63) = .25, p < .05., but surprisingly, Cronbach's alpha of the 4 items of the construct was `0`. The 
correlations between game scores and reference test scores on “Distrust”, “Desire for control” and “Desire for 
status” still did not reach significance yet. Cronbach's alpha of these constructs were low; .22, .12 and .18 
respectively. Summarizing, on 2 of the 5 constructs similar scores were obtained both in the game and in the 
reference test.  

Figure 3. Answers in the game players can choose from ranging on a (in this case “distrust”) scale 
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Conclusion and Discussion 

Stakeholders from different disciplines cooperated on our assessment game measuring Compliance by 
embedding psychological constructs in a serious game. We have seen that is very difficult to consistently 
replicate personality trait constructs as the one we envision. The first game version did not result in convincing 
correlations between game scores and reference test scores. But since all moves and actions of the players were 
logged, the sessions were highly informative because by using GameDNA [3] we could see where it went wrong 
in the game. Unlike when measuring personality traits with standard non-game reference tests, the player acts in 
a story. The questions to be answered are not standalone; story elements of a scene can yield a situated judgment 
of one kind on a construct, while in another scene the judgment on a similar question is different. Careful 
iteration, using GameDNA does on the one hand dissect the game events and actions, and on the other hand it 
provides a helicopter view of the discourse and information flow in the game story. This resulted in a second, 
more balanced and elegant game version. With the second game version on 2 of the 5 constructs similar scores 
were obtained both in the game and in the reference test.  For yet another iteration, it is useful to scrutinize on 
“Distrust”, “Desire for control” and “Desire for status”. An iterative approach as described here might prove 
imperative in the development and validation of serious games of the type we envision. The multidisciplinary 
nature of the project, cooperating with domain experts in assessment and game developers, calls for one shared 
language to shape the narrative and map game events and information flow. For this purpose, GameDNA will be 
further developed and applied in the course of future game development.   
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SPECIAL SESSION 

Progress in Assessing Animal Welfare in Relation to New Legislation: 
Opportunities for Behavioural Researchers 

Chair: Penny Hawkins 

Research Animals Department, RSPCA, Southwater, UK. phawkins@rspca.org.uk 

Abstract 

The need for effective assessment and retrospective review of laboratory animal welfare, including recognition 
of pain, suffering or distress, is recognized in many laws and guidelines that regulate animal use.  For example, 
the US Institute for Laboratory Animal Research (ILAR) Guide emphasizes the importance of post-approval 
monitoring that includes regular review of adverse effects, and the new European Union (EU) Directive that 
regulates laboratory animal care and use requires retrospective assessment and reporting of the level of suffering 
experienced by animals. 

Accurately recognizing, recording, analyzing and reporting animal behaviors are all important in order to 
conduct a proper retrospective assessment of the level and nature of suffering, and behavioral researchers are 
clearly in an especially good position regarding the ability to achieve this.  They have also contributed greatly to 
our knowledge of behaviors associated with negative states, such as discomfort, pain, anxiety and distress – and 
positive wellbeing – in a wide range of species, as well as to the development of accessible techniques for 
observing and monitoring animals.  Increased dialogue between behavioral researchers and those working in 
other fields would therefore be helpful in improving the standard of assessments of laboratory animal behavior.  
The outcome would be not only better animal welfare, but also better science, as it is now very widely 
recognised that avoidable suffering can lead to experimental confounds, for example due to physiological 
responses to stress.  

This symposium will explore how researchers using and developing behavioral recognition and monitoring 
techniques are contributing towards improving the understanding and interpretation of animal behavior, 
particularly relating to the assessment of animal welfare and suffering. 

 

SPECIAL SESSION CONTENTS (sorted by paper ID) 

Introduction from Chair 

Penny Hawkins (Research Animals Department, RSPCA, UK) 
 

The Assessment of Pain using Facial Expressions in Laboratory Rodents 

Matt Leach (University of Newcastle, UK) 
 

Monitoring Burrowing and Nest Building Behavior as Species-specific Indicators of Animal Wellbeing 

Paulin Jirkof (University of Zürich, Switzerland) 
 

Recognising and Assessing Positive Welfare: Developing Positive Indicators for Use in Welfare 
Assessment 

Wanda McCormick (Moulton College, UK) (sponsored by Noldus Information Technology bv) 
 

Measuring Behavioral Changes to Assess Anthropogenic Noise Impact in Adult Zebrafish (Danio rerio) 

Hans Slabbekoorn (University of Leiden, The Netherlands) 
 

Automated Assessment of  Animal Health and Wellbeing 

Johanneke van der Harst (Delta Phenomics, The Netherlands) 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 235



Monitoring Burrowing and Nest Building Behavior as Species-specific Indicators 
of Animal Wellbeing 

Paulin Jirkof 

Institute of Laboratory Animal Science and University Hospital Zurich, University of Zurich, Zurich, Switzerland. 
paulin.jirkof@ltk.uzh.ch 

Impairment and pain in laboratory rodents  

Legislative bodies and the general public both demand that suffering is minimized when animals are used for 
scientific purposes, which is important for both ethical and scientific reasons. In addition to refined experimental 
methods and good husbandry practice, the recognition of reduced wellbeing is a prerequisite to assure the 
welfare of laboratory animals. It is essential to be able to recognise and assess pain reliably so that it can be 
treated effectively, e.g. following painful experimental procedures or when animals are suffering from disease. 
Although the mouse is the most widely used laboratory animal species, there has been a lack of non-invasive 
methods to assess moderate, lasting pain. 

As behavior can be observed easily in a non-invasive manner, and can provide meaningful indicators of animal 
wellbeing, behavioral changes have been proposed as a useful and simple means to assess welfare in small 
laboratory species [1, 2, 3, 4]. 

We conducted a series of experiments using two highly motivated, species-specific home cage behaviors, 
burrowing and nest building, as sensitive indicators of mild to moderate post-operative pain. These behaviors 
could also be used to test the efficacy of analgesic treatment. Mice of the commonly used C57BL/6J strain 
underwent a minor, one-sided laparotomy under inhalation anesthesia, with or without pain treatment (the non 
steroidal anti-inflammatory drug Carprofen). Control animals received anesthesia/analgesia only. We recognise 
that it is not usual practice to withhold perioperative analgesia, but the decision was made that it would be 
justified in this case because the aim was to achieve the benefit of better pain recognition for laboratory mice. 
All animal housing and experimental protocols were approved by the Cantonal Veterinary Department, Zurich, 
Switzerland. 

Burrowing performance 

This study investigated the potential use of burrowing performance as a measure of mild to moderate post-
operative pain in laboratory mice. The influence of minor surgery on burrowing was analysed in C57BL/6J mice 
of both sexes, using a modified rodent burrowing test within the animal’s home cage. A standard, opaque plastic 
water bottle filled with food pellets identical to those of the animal’s normal diet was provided for burrowing, 
and an additional empty bottle was provided to serve as a shelter for the animal (see Figure 1). We measured the 
latency to the displacement of food pellets (burrowing) from the burrowing apparatus, using infrared sensitive 
cameras to record animals for 24 hours in the absence of a human observer.  

Almost all (98%) healthy mice burrowed (mean latency 1.3 h). After minor surgery with anesthesia but no pain 
treatment, latency of burrowing was significantly prolonged (mean Δ latency 10 h). Analgesic treatment with 
Carprofen decreased the latency of burrowing after surgery (mean Δ latency 5.5 h) to the level found in mice that 
had only been anesthetized (mean Δ latency 5.4 h) or had received anesthesia and analgesia (mean Δ latency 4.6 
h). Analgesia during surgery was associated with a significantly earlier onset of burrowing compared to surgery 
without pain treatment. 

Nest complexity scoring 

In a previous study we demonstrated a general correlation of post-operative pain and nest building performance 
in laboratory mice [2]. However, a standardised protocol for the assessment of pain using nest building 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
236 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



performance has so far not been developed. Here we used a nest complexity rating scale to standardise nest 
scoring for the assessment of post-operative pain (score 0 = no nest building activity to score 5 = complex nest; 
see Figure 2) in female C57BL/6J mice. As mice tend to destroy and rebuild their nests in a circadian rhythm, 
successful assessment of nest building performance depends on the time when the nest is observed. Therefore we 
analysed the normal 24h nest building rhythm in healthy mice to determine a suitable time to score nest 
complexity. 

Healthy mice spend 4.3% of their daily time budget on nest building and there are two peak times for this 
behavior; (i) in the beginning and middle of the light phase and (ii) in the second half of the dark phase. For pain 
assessment we choose a scoring time nine hours after the experiments, at the end of the light phase following the 
second nest building activity peak. Healthy mice had mean nest scores of 2-4 in baseline measurements. After 
experiments a significant decrease of nest complexity was seen with mean nest score 0 after surgery without pain 
treatment, 0.7 after surgery with pain treatment and 1.7 in the anesthesia only group. 

Conclusion 

Analyzing changes in species-specific behaviors has been suggested as a promising approach to assess both pain 
severity and the efficiency of pain management regimens [e.g. 3, 5]. The burrowing test and nest complexity 
scoring were both shown to be reliable and non-invasive tools for the assessment of post-operative impairment 
of general condition and pain in laboratory mice, and can be applied easily within the normal laboratory routine. 
However, detailed evidence for the efficacy of specific pain treatments will need further investigations. 
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Figure 1. Experimental setup. A: Burrowing test apparatus, B:
shelter, and C: nesting material (nestlet) in home cage [3].  

Figure 2. Example of complex nest: nest score 5; made 
from commercially available nestlet (Indulab). 
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The Assessment of Pain Using Facial Expressions in Laboratory Rodents 

Matt Leach 

Comparative Biology Centre, Medical School, Newcastle University, Newcastle upon Tyne, NE2 4HH, UK. 
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Background 

Pain in animals is of considerable public concern, particularly where animals are used in biomedical research. 
Pain can compromise not only animal welfare, but also the validity of scientific results. In order to alleviate pain, 
we need to be able to assess its severity and duration effectively [1]. If we cannot do this then we are unable to 
provide adequate pain management or to develop more effective and humane endpoints.  

Behavioural indicators are increasingly being considered as effective cage-side indices of pain in many 
laboratory animal species, including rats [2], mice [3] and rabbits [4]. However, they have limitations: 

 Behaviour may offer only a direct measure of an animal’s response to the sensory afferent barrage 
(nociceptive input) rather than the emotional consequences of pain (’how pain makes animals feel’) [5].  

 Although behavioural indices are considered to offer an accurate and reliable assessment of pain in 
many species [6], there is still room for improvement.  

 A recent study, investigating how we observe rabbits, showed that observers focus predominately on 
the face rather than on body areas where behavioural indices of pain are observed [7], reducing the 
effectiveness of behavioural indicators.  

 The identification, validation and recording of behavioural indicators of pain is time consuming, which 
has led to pain behaviours only being identified for a very limited range of procedures in a small 
number of laboratory animal species. 

The recent development of the Mouse Grimace Scale (MGS: [8]) and Rat Grimace Scale (RGS: [9]), which use 
facial expressions to assess pain, may overcome these difficulties. These studies demonstrate that mice and rats 
undergoing routine rodent nociceptive tests exhibit characteristic changes in facial expressions. Preliminary data 
from Langford et al. [8] raises the possibility that facial expression could indicate the affective component of 
pain in animals as it does in humans. Lesioning of the rostral anterior insula (implicated in the affective 
component of pain in humans) prevented changes in facial expression but not abdominal writhing (behavioural 
marker of nociception) in mice. The authors found both the MGS and RGS to be very accurate (72-97%) 
consistent and reliable (Interclass correlation: 0.9 respectively) both between and within observers. The 
assessment of pain using facial expressions should be less time consuming to apply than full behavioural scoring, 
allowing effective indicators of pain to be rapidly identified for a greater range of procedures. All of the 
indicators are located in one small area (i.e. the face), so exploiting the human tendency to focus on animal faces 
when assessing pain.  

Assessment of facial expressions 

In order to assess pain using facial expressions, images of mice and rats taken before and after potentially painful 
procedures are scored using the MGS and RGS respectively. The MGS is composed of 5 facial action units; 
orbital tightening, cheek bulge, nose bulge, ear position and whisker position (please see Langford et al. [8] for 
further details). The RGS is composed of 4 facial action units; orbital tightening, nose/cheek flattening, ear 
position and whisker position (please see Sotocinal et al. [9] for further details). Each facial action unit is scored 
on a 0 to 2 scale (0 = not present, 1 = moderately present, 2 = obviously present) by treatment-blind observers 
using mouse or rat grimace scale pictograms. A cumulative “grimace” score is then calculated for each image by 
simply adding the scores for each facial action unit that comprises the grimace scale.  
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Although the work of Langford et al. [8] and Sotocinal et al. [9] has demonstrated that mouse and rat facial 
expressions change in response to routinely used acute and chronic nociceptive tests, there has been little attempt 
to assess how facial expressions change in response to pain following routine surgical or other painful 
procedures. In addition, no attempt has been made to correlate changes in facial expression with the behavioural 
indices that we currently consider the most relevant to assessing post-operative and other post-procedure pain.  

Assessment of post-surgical pain 

We therefore have carried out a number of studies in rodents to determine whether routine surgical procedures 
are also associated with changes in facial expressions, and whether facial expressions are as effective for 
assessing post-surgical pain and analgesic efficacy as the established behavioural indices in mice and rats.  

Study 1 aimed to determine if routine vasectomy in CD1 mice (n=18) induced changes in the MGS, and whether 
these could be used to effectively assess post-surgical pain and the efficacy of routinely used analgesia (20ml/kg 
saline [sc], 20mg/kg meloxicam [sc], 5mg/kg Bupivicaine [li]). In this study pain was assessed using MGS and 
validated behavioural indicators of pain [3]. The results showed that vasectomy did induce significant changes in 
the MGS, and that both the MGS and the scoring of pain behaviours identified clear differences between the pre- 
and post-surgery periods and between the animals receiving analgesia or saline post-operatively. Both these 
assessments exhibited a high positive correlation with each other. The MGS demonstrated high accuracy and 
reliability within and between observers.  

Study 2 aimed to determine if routine laporatomy in Wistar (n=16) and Lister Hooded (n=16) rats induced 
changes in the RGS, and whether these could be used to effectively assess post-surgical pain and the efficacy of 
routinely used analgesia (0.4ml/kg saline [sc], 2mg/kg meloxicam [sc]). In this study pain was assessed using 
RGS and validated behavioural indicators of pain [2]. The results showed that laporatomy did induce significant 
changes in the RGS, and that both the RGS and the scoring of pain behaviours identified clear differences 
between the pre- and post-surgery periods and between the animals receiving analgesia or saline post-
operatively. Both these assessments exhibited a high positive correlation with each other. The RGS demonstrated 
high accuracy and reliability within and between observers. 

In order to reduce any unnecessary suffering in the saline treated groups (no analgesia), a rescue analgesia 

protocol was in place, where these animals received analgesia immediately after the data was collected ( 1h 
post-surgery) to ensure that they went untreated for short a period as possible. The studies were conducted under 
licence from the UK Home Office and the research programme and protocols were reviewed and approved by 
the University of Newcastle’s local ethical review process. 

Conclusions 

The results of these studies suggest that the assessment of facial expressions offers a means of assessing post-
surgical pain in rodents that is as effective as behavioural pain assessment. The assessment of pain using facial 
expressions was easy and rapid to carry out, required minimal training (less than 5 minutes), and provided a 
reliable and accurate means of assessing pain following vasectomy and laporatomy in mice and rats respectively. 
However, further research needs to be carried out into the effectiveness of facial expressions for assessing pain 
following different procedures and in different species. 
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Recognising and Assessing Positive Welfare: Developing Positive Indicators 
for Use in Welfare Assessment 
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The use of positive welfare indicators: a proactive approach 

Welfare assessment methods have developed greatly over recent decades with regards to both behavioural and 
physiological indicators. However, whether welfare is being assessed on the basis of biological function, 
affective state or ‘naturalness’, the emphases have remained heavily on identifying those key indicators of poor 
welfare or welfare concerns that require more immediate action, often via legislative change. The reactive 
approach in identifying welfare concerns has been the underpinning force behind legislative changes to mould 
animal management systems into more acceptable arrangements but as consumer interest in food sourcing 
grows, it is becoming increasingly apparent that acceptable is no longer enough and positive welfare indicators 
offer a future avenue for developing improved, ‘higher welfare’ systems in a more proactive manner [1]. The 
benefits of employing positive welfare indicators as assessment tools offer potential avenues of development for 
all animal sectors, not just within agriculture. Positive welfare indicators can fall into 3 categories: indications of 
contentment / pleasure, luxury behaviours, and behaviours that support ability to cope with challenge. 

Indications of contentment / pleasure 

Good welfare is not just an absence of negative experiences but also an ability to experience positive affective 
states. The ability of non-human animals to experience emotions in the same manner as humans remains a 
controversial topic, however, recent advances in neuroscience have been used to evidence the existence of 
positive affective states in animals with regards to behaviours such as positive anticipation [2]. 

Luxury behaviours 

Luxury behaviours are often deemed to be key positive welfare indicators due to them being the first behaviours 
to be lost during challenging situations. As such, any occurrences have been assigned the ‘good welfare’ 
indicator label – if the animal is performing these behaviours then the situation must be of a sufficient welfare 
level to enable them to. These luxury behaviours have often been considered separate from those ‘fundamental’ 
behavioural needs [3] so commonly used to determine minimum requirements in welfare legislation. There is, 
however, a risk that by focusing on the more urgent ‘demand’ behaviours, a situation may never be achieved that 
is high enough for the luxury behaviours to occur. As the luxury behaviours may be indicative of less transparent 
long-term rewards, their absence could still result in negative or less favourable consequences for the animal 
involved. The identification of key luxury behaviours for different species could therefore become essential tools 
in the assessment of good rather than acceptable welfare, and behaviours such as play, allogrooming and certain 
vocalisations could become increasingly important [4-7]. In the absence of clear indicator luxury behaviours, it 
may be enough to assess behavioural diversity as a measure of welfare (e.g. using the Shannon-Weaver diversity 
index) by identifying those systems where a greater spread across the behavioural repertoire is encouraged, a 
method increasingly employed in zoo collections (McCormick & Melfi, unpublished) [8]. The use of 
behavioural diversity as an assessment tool can also help to eliminate the risk of over-recording luxury 
behaviours that are acting as self-rewarding mechanisms in stressful situations. 

Behaviours that support the ability to cope with challenge. 

It may not be enough to simply identify the presence of behaviours indicative of positive emotions, but focus 
may also be required on identifying the existence of systems that allow animals to cope. Management systems do 
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not need to be absent of any potential stressors – in fact this could be argued to result in a lack of stimulation – 
but should enable animals to cope with these acute events in a way that prevents a chronic stress situation from 
occurring. As such, the study and assessment of positive indicators of welfare should also include those 
behaviours / situations that allow coping. Studies in rats have identified that negative affective states are 
associated with faster startle responses and reduced anticipatory behaviours [1,9] but investigations into the 
situations that link positive affective states to coping are limited. 

Previous social studies in domestic cattle have focused on the negative perspectives, i.e. dominance and 
aggression, but no work had been conducted on the potential positive benefits of social bonding. A large, 
dynamically managed, dairy cattle herd was studied to establish the existence of preferred partners according to 
proximity scorings. During these initial stages, it was established that heifers (52%, n=34) were significantly 
more likely to have one or more preferred partners compared to cows (32%, n=12) (X2 = 8.210, df=1, p=0.004) 
with relation to the probability of being associated with a particular individual – although it was suggested that 
this could have indicated that experience of repeated regroupings in cows had caused a dissolution of previously 
formed bonds.  

Following stage 1, commercial regrouping practices continued to affect the possible existence of preferred 
partnerships. During stage 2, six focal animals, previously identified as having a preferred partners (PP) that they 
were still housed alongside were separated off from the rest of the group for 30 minutes in a holding pen, either 
with their preferred partner or with a random individual from within the group. Three separation conditions were 
studied: 1. Focal animal (A) separated with their PP (B); 2. Focal animal (A) separated with a random individual 
(C) whilst B is released back to the home group; 3. Animal B separated with a random individual C whilst focal 
animal A is released back into the group. The heart rates of focal animal A during stage 1 and stage 2, and 
animal B during stage 3, were monitored using a Polar (Protrainer 5 Equine RS800) heart rate monitor, adapted 
for use in cattle, at 15 sec intervals. All protocols were approved by a Moulton College ethical committee. Heart 
rates differed significantly between stages (P=0.001) with focal animals (A) having lower heart rates when 
separated with their preferred partner (80.2 BPM) compared to being separated with a random individual (82.6 
BPM). Interestingly, the partners’ heart rates when with a random individual (79.9 BPM) were lower than the 
focals’ in either situation. Although the actual difference in heart rates was small, the distinction was clear and 
this opens up further areas requiring research with regards to threshold levels beyond which chronic stress 
becomes physiologically damaging. There is also potential that the presence of any familiar cow could provide 
some degree of support but that the distinction lay within the level of familiarity. 

From these results it can be suggested that some individuals seem to benefit from having their preferred partner 
present during a potentially stressful situation. It could also be suggested that some individuals are more 
sensitive to stressful situations compared to others. When developing / assessing dairy management systems, 
those that support the formation of social bonding and subsequently manage animals in a way that these bonds 
can be maintained may in turn provide a higher welfare system by improving the coping ability of individuals. 

Conclusions 

Much emphasis has been placed on identifying indicators of poor welfare but the effective assessment of good 
welfare is an area gaining momentum both within academia and industry [10]. A wide range of behavioural 
methods exist that can be utilised as good welfare indicators in all animal management systems but the subtle 
nature of these indicators requires rigorous validation and development to create systems that can easily be 
employed by users on site. 
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Sounds underwater 

Underwater habitats are full of natural sounds from abiotic sources, such as wind and water flow, and biotic 
sources, such as chorusing fish and snapping shrimps. However, human activities elevate these ambient noise 
levels artificially. The so-called anthropogenic noise from traffic, industry, and recreational activities concerns 
an only recently recognized pollution factor underwater which is expanding in time and space [1]. The 
artificially high noise levels are typically of relatively low frequency and can cause many different problems 
such as physical damage in cases of extreme overexposure, physiological stress, and auditory masking, which 
are all factors that an animal is more or less passively undergoing (see Figure 1). Furthermore, anthropogenic 
noise may lead to spatial deterrence, behavioural interruption, and signal modifications, which are all factors that 
involve some sort of active response from the animal. The three passive factors are typically positively related: if 
one is getting worse the others are likely to follow the same pattern. An increase in any of the three passive 
factors also increases the probability that any of the three active factors occurs. Vice versa the opposite may be 
the case: the active factors have the potential to provide relief on the passive factors by reducing the level and 
duration of exposure.  

Many fish species generate sounds to be heard by conspecifics for communication about for example 
competition for resources and attraction of social or mating partners. Probably even more common is the use of 
hearing abilities to find prey or to detect predators. Furthermore, the geographic distribution of habitat-specific 
abiotic and biotic sound sources provides cues to fish for orientation and localization of specific areas for 
migrating, feeding, hiding, or spawning [2]. The majority of these biologically relevant sounds are relatively low 
in frequency, within the range of hearing sensitivity for most fish species, but also overlapping dramatically with 
the typical spectrum of anthropogenic noise. Therefore, the widespread occurrence of artificially elevated noise 
levels due to human activities has the potential to mask these biological sounds and affect the behaviour of many 
acoustically dependent fish. Besides masking, a large impact may also result from interruption of natural 
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Figure 1. Schematic overview of six dominant factors that may play a role in assessing the impact of anthropogenic noise on
fish welfare and fitness. The arrows indicate the relationship between factors. The ‘passive’ factors on the left reflect
consequences of undergoing a particular exposure, which typically also increase the probability of occurrence of the ‘active’
factors on the right. The ‘active’ factors, in contrast, involve behavioural decisions by the individual that are likely to reduce
the severity of the ‘passive’ factors. The purpose of this subdivision into categories is just to emphasize the complexity of
noise impact assessments as, although the overall representation is generally true, the relative importance of factors and the
magnitude and even direction of the relationships will vary per exposure level and duration, per species, and with
physiological and environmental conditions. The dashed line block demarcates the focus of the reported zebrafish studies.  
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behaviours due to startle responses, attentional disruption, and lower efficiency of acoustically guided 
behaviours. Such impact is depending on the nature of fluctuations in the noise background and the nature of 
noise events. Although there are still only few data papers, all of these noise effects may negatively affect 
growth, reproductive success, and survival or cause fish to escape noisy areas.   

Behaviour and stress 

Behavioural changes related to artificial noise exposure may have detrimental effects by themselves but may also 
be associated with stress: physiological changes that yield energetic costs and have negative effects on growth, 
reproduction, or survival. Several studies have shown an impact of extreme anthropogenic noise exposure on, for 
example, increased heart rate and elevated cortisol levels [3]. However, although common and more moderate 
exposures that lead to behavioural changes will be accompanied by underlying physiological changes, these 
should not all necessarily be regarded as stress. There are general physiological changes related to the energetic 
demands and the state of mind required for making and executing adequate behavioural decisions to external 
stimuli. Different kinds of stimuli may for example raise interest, arousal, fear, or anxiety [4]. The associated 
physiological changes are an integral part of the natural regulatory capacity of healthy fish and are not 
necessarily different between stimuli or states that we would intuitively regard as positive or negative. 
Nevertheless, especially exposure to unpredictable and uncontrollable noise events and biologically relevant 
sounds that are critical for survival and become unpredictable and uncontrollable due to masking noise may yield 
physiological changes that deserve the label of stress [5]. 

Zebrafish as a high-throughput model organism  

The zebrafish (Danio rerio) is emerging as a new model organism and rapidly gains popularity in a variety of 
disciplines [6]. They earn this popularity by practical, financial, and ethical advantages over other vertebrates, 
such as rodents and primates. They are relatively easy and cheap in maintenance and reproduce readily in 
captivity. Importantly, zebrafish also share many physiological similarities with terrestrial vertebrates. They are 
highly similar and comparable in the structure and function of neuro-chemical and behavioural systems as well 
as in the general organization of their stress-regulating systems. They have proven to be suitable for laboratory 
studies on behavioural assessments of anxiety, while technological advances now allow high-throughput drug 
screening and discovery.  

One of the most commonly used paradigms to test behavioural changes in adult zebrafish is the novel 
environment test [7]. A single or a small group of individual fish is transferred to a new tank in which the 
behavioural response to the novel environment (and novel social conditions) can be recorded on video and 
monitored manually or automatically. Typical behavioural assessments include: startle responses and erratic 
swimming movements, swimming speed, accumulated swimming distance, group cohesion, freezing bouts, 
delay to first entry of upper half or upper third of the fish tank, and number of entries and total time spent in that 
same area relatively close to the surface. The impact of a particular treatment is evaluated by whether it yields an 
incline or a decline in the anxiety-related responses. Stronger anxiety is for example related to faster swimming, 
stronger group cohesion, and staying away from the surface and closer to the bottom for longer [8]. 

Noise impact assessment in zebrafish 

Although it does not apply to all noise exposure related to human activities, there is certainly potential for 
unpredictable and uncontrollable sound events that could yield physiological stress. The occurrence of 
anthropogenic noise in the natural environment is characterized by variety in time at various scales. There are 
more or less continuous noises from vessels, pumping systems, windmill farms, and gas extraction platforms. 
There are also repetitive sounds from pile driving, sonar use, and seismic surveys, and there are very brief but 
loud noise events related to explosions. Furthermore, there are many noise types that are in between these 
temporal extremes, such as sounds generated by dredging, water scooters, boats changing gear, and general 
construction activities in or close to the water. Very few noise impact studies have addressed such temporal 
variety, although it likely plays a critical role in the potentially negative effects of noise on fish. Neo et al. [9] 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 245



investigated the disruptive effects of continuous noise as well as noise pulses on the behaviour of captive 
zebrafish and also compared the effects of slow and fast pulse rates, and predictable and unpredictable pulse 
intervals. 

Neo et al. [9] assessed the impact of temporal variety on fish behaviour in two different experiments. In the first 
experiment, they used moderate exposure levels of about 112 dB re 1 μPa in a single tank without acoustic 
escape possibility. In the second experiment, they used higher exposure levels up to 140 dB re 1 μPa in a double-
tank system with acoustic escape possibility. The first experiment revealed that noise pulses of moderate noise 
level could already alter behaviour of a small group of five zebrafish. Noise exposure through an in-air external 
speaker generated a relatively homogenous underwater field of sound pressure conditions, which resulted in 
changes for several behavioural measures such as swimming speed, group cohesion, and tendency to move up to 
the surface. Furthermore, the impact turned out to vary significantly among exposure regimes. The second 
experiment revealed that noise conditions can be made distinct in two adjacent fish tanks connected by a pvc-
pipe swim tunnel of 35.0 cm in length and 12.5 cm in diameter (see Figure 2). Noise exposure through one of 
two underwater speakers generated sound pressure gradients in the left or right fish tank, while leaving the sound 
levels in the other close to baseline levels. Frequent tunnel passages by six individual zebrafish allowed testing 
of spatial avoidance of the noisy fish tank. The experiments were only carried out after ethical evaluation and 
approval by the Animal Experiments Committee of Leiden University (DEC# 10069). 

Implications and extrapolations 

Variable impact of different temporal patterns of experimental noise exposure on captive fish may have 
implications for noise impact assessments in natural environments, although one has to be cautious with 
extrapolations. I believe there is for example value in the relative differences of impact on anxiety-like behaviour 
for different noise exposure regimes. The variation in e.g. startle threshold levels, duration required for 
habituation, or effects on spatial avoidance, as assessed in captivity in response to different temporal patterns of 
artificial noise exposure, may also all apply to natural conditions. However, studies comparing such behavioural 

Figure 2. Picture of the two adjacent fish tanks connected by a pvc-pipe swim tunnel for the second experiment (see main
text) of Neo et al. (unpublished). Both fish tanks are acoustically insulated from each other and their surroundings of the
office building by air, four rubber shock pads each, and a layer of Styrofoam between the fish tanks and two separate trolley
tables on rubber wheels. Water flows into the right tank through the tunnel to the left tank and out of the system on the left,
but the circulation is stopped during noise exposure trials. There is an underwater speaker on the end of each fish tank
opposite the tunnel for passage. Both speakers were used in alternating sequence: one speaker broadcasting artificial noise in
one trial and the other in the next trial to avoid side effects. 
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measures during experimental noise exposure in captivity and in natural water bodies are needed to confirm this 
statement. Absolute values for certain thresholds from inside noise exposure testing are almost certainly not 
likely to be very useful outside. This is due to the fact that inside and outside conditions are inherently very 
different, both with respect to the acoustics and with respect to the behavioural and physiological state of the 
fish.  

Noise impact conditions in the wild differ from those in captivity as the participation in natural activities such as 
migration, feeding, or spawning, may dramatically alter perceptual threshold levels as well as the physical 
impact. The same is true for the continuous possibility of a predator attack in the wild compared to the complete 
safety in the laboratory fish tank. Furthermore, differences in absolute values and even in relative effects of 
different temporal patterns may vary by species, age, sex, and season. Neo et al. [9] focussed for example on 
sound pressure levels without assessing the exposure characteristic in the fish tank in terms of the particle motion 
component of sound. This may be right for adult zebrafish, which are sound pressure sensitive through the 
pressure-to-motion transduction by the so-called Weberian ossicles, which are connecting the swim bladder to 
the inner ear. However, juvenile zebrafish and many other species without these specialized adaptations for 
hearing are more motion sensitive and will experience noise conditions differently. Particle motion is more 
difficult to assess than sound pressure and also a more complex feature of sound close to the source and in the 
confined area of a fish tank. 

In addition to the possibilities to extrapolate indoor insights to the reality of the outside world, it is also 
important to realize that for many fish the reality is inside. Many fish are kept in captivity by hobbyists at home, 
by zoo keepers in public aquaria, by professional breeders in aquaculture, and by scientists in research facilities. 
Typically, good health conditions are key to the purpose of keeping fish by these very divergent groups of 
people. They are often interested in the beauty of colour, body forms, and behavioural display, optimal growth 
and reproduction, or repeatable patterns of semi-natural behaviours or stereotypic responses to artificial stimuli. 
Nevertheless, noise conditions in fish tanks are customarily not consciously controlled and can be very high (e.g. 
through pumping systems) and unpredictable (e.g. due to knocking visitors). Habituation to continuous presence 
or habituation to repeated and predictable exposure can bring some relief, but still we are currently most often 
ignorant of the potentially detrimental effects of anthropogenic noise on the well-being of fish and on reaching 
the specific targets of the fish keepers in terms of the body condition and behavioural state of their fish.  

In conclusion, there is a huge potential for fundamental studies on noise impact in fish with lots of opportunities 
for applied value. Fish tank studies in the laboratory are currently most accessible and they benefit significantly 
from the advantages of having the zebrafish as an ideal model organism and from the technological advances of 
measuring and processing behaviour automatically [6]. However, in parallel to the indoor studies we also need to 
go outside. We need to learn more about the role of sound in natural activities of fish and investigate the 
potentially negative effects of anthropogenic noise [1]. We can gain important insights through observational 
studies at noisy locations as well as through experimental exposure studies at locations that are still relatively 
unaffected acoustically by human activities. I hope future studies will be able to integrate studies from the 
laboratory and from the field to exploit the best of both worlds: the possibilities to assess effects of 
anthropogenic noise on fish in great detail and in large numbers in captivity with the ecological relevance and 
acoustic reality of the natural world.       
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Health and wellbeing are issues of major importance in both animal husbandry and laboratory animal science. 
Animal health and (mental) wellbeing have suffered dramatically with increases in the size of farms and the 
number of animals kept per farm. Public support for intensive livestock farming has decreased as a result, and so 
innovation with respect to more welfare-friendly husbandry is urgently needed. Similarly, the use of animals for 
research purposes is a major concern for many people, and objective and transparent welfare monitoring of 
laboratory animals could help to reassure the public that suffering is being effectively recognised and alleviated. 
It is also important to monitor and improve laboratory animal welfare, since scientific data will be more relevant 
if the physical and mental condition of the subjects can be improved.   

Animal welfare is receiving growing attention, in the form of European Union research initiatives (e.g. 
www.welfarequality.net) and EU legislation that requires reliable and objective monitoring of animal welfare on 

a large scale (e.g. Directive 2010/63/EUii  that regulates laboratory animal care and use). Objective tools to 
assess animal wellbeing and health are essential in order to help meet societal demands for better animal welfare 
in both food production and research.  

Effective early detection of animal welfare problems can require automated observation of behaviour, including 
vocalisations and physiological parameters, if the number of animals in a production farm or animal research 
facility is too large in relation to the number of staff, and available experts on animal behaviour. 

A consortium of scientific and technical partners is currently working on the ‘SenseWell’ project, which aims to 
develop an automated system for the early detection of symptoms of disease and chronic stress, and also of 
positive indicators of wellbeing. This way, animal health and wellbeing can be assessed 24/7, which supports the 
responsible management of large numbers of animals. This system will consist of an intelligent sensor network 
that is able to measure behaviour, vocalizations and physiology of freely moving subjects. It is based on recent 
advances in sensor technology, image processing, data fusion, acoustical signal analysis, pattern recognition and 
software architecture design. The outcome of this project will be a platform technology that is suitable for both 
behavioural research and welfare monitoring, which could make significant contributions to both animal welfare 
and the quality of the science.  

In the SenseWell project, rats are used as a model for laboratory animals in general as well as for farmed animals 
such as pigs. Animals were housed in a large home cage environment (PhenoTyper® 9000, 90x90cm), which was 
developed in line with the PhenoTyper concept (Noldus Information Technology, Wageningen, The 
Netherlands), in which animals can be monitored for periods of several hours, for several days or weeks, in a 
familiar environment without handling or other disturbance. This large, home cage monitoring environment was 
designed specifically to further increase the scientific relevance of home-cage monitoring from an ethological 
perspective. That is, animals can express more dynamic movement patterns and therefore effects on distance and 
velocity of movement can be larger between groups / subjects of investigation. Furthermore, in a larger 
automated home cage, animals can be tested under social conditions, with more animals in a cage, which is more 
applicable to real-life situations in both laboratory animal housing and farming. Importantly, by the increased 
surface of the monitoring environment, dynamics in social interactions and structures can be amplified, in the 
sense that approach and avoidance between individuals can be expressed within a broader range. 
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The large home cage monitoring environment (PT-9000) contains bedding, 1 or 2 large shelters, food and water, 
and is equipped with a camera and infrared lighting. Video images are analysed in real-time using tracking 
software (EthoVision® XT, Noldus Information Technology). The PT-9000 is further equipped with 
microphones to measure (ultrasonic) vocalisations (SonoTrack®, Metris BV) and can be further extended with 
telemetry receivers for wireless monitoring of physiological parameters such as heart rate and body temperature 
(PhysioLinq®, Telemetronics Biomedical BV). The latter system is specifically suitable for simultaneous 
measurements of a group of animals since individual signals can be identified. The main goal of the SenseWell 
project is to integrate all 3 systems and their data streams to create a 24/7 animal monitoring platform with 
reference-values for future support of early detection of welfare problems including automatic notifications. The 
results can be translated to larger animals and find their way in the design of new automated monitoring tools 
and advanced housing systems for farm animals. 

By using different animal models and protocols, evoking specific responses such as stress, play and reward-
anticipation, and simultaneous monitoring of behaviour, (ultrasonic) vocalisations, heart rate and body 
temperature, the aim is to construct a reference library of automatically generated (sets of combined) parameters 
that can be used as indicators of both positive and negative animal health and wellbeing. 

Recent results and a current update on the status of the above described project will be presented. 

Ethical statement 

Experiments were performed according to the legal requirements of The Netherlands concerning research on 
laboratory animals (Wod/Dutch Animal Welfare Act) and have been approved by an Animal Ethics Committee 
('Lely-DEC').  All procedures complied with the regulations controlling animal experimentation within the EU 
(European Communities Council Directive 86/609/EEC). 

 

                                                            
i The SenseWell consortium consists of the following academic and commercial partners: Noldus Information 
Technology BV (L.P.J.J. Noldus);  Metris BV (R.J.A. Bulthuis); Telemetronics Biomedical BV (G.J. van Essen); 
BioMetris, Wageningen University (G. van der Heijden); Faculty of Veterinary Medicine, Utrecht University 
(J.A. Stegeman);  EEMCS, TU Delft (P.J. French); Delta Phenomics BV (J.E. van der Harst); Faculty of Science, 
Utrecht University (B.M. Spruijt ). 

ii http://ec.europa.eu/environment/chemicals/lab_animals/home_en.htm 
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SPECIAL SESSION 

Fish in Behaviour Research: Unique Tools with a Great Promise! 

Chair: Robert Gerlai 

Department of Psychology, University of Toronto Mississauga 
Ontario, Canada. robert_gerlai@yahoo.com 

Abstract 

Zebrafish are becoming increasingly popular in behavioural brain research as this species offers good 
translational relevance and has several genetic and biological techniques developed for it.  Other species of fish 
may also have utility in behavioural research as their analysis can not only shed light on interesting species-
specific characteristics but also allow the investigator to examine complex behavioural phenomena in a simpler, 
evolutionarily older “design”, and thus make conclusions about how our own behaviour may have evolved. The 
current symposium will have five speakers. Dr. Gerlach will talk about olfactory imprinting in coral reef fish and 
zebrafish and will discuss both the ecological and neurobiological aspect of her research. Dr. Agrillo will review 
findings on numerical abilities in fish presenting data obtained with the use of behavioural paradigms developed 
for fish species. These paradigms include spontaneous choice tasks as well as operant conditioning methods. Ms. 
Buske will describe how social behavior develops in zebrafish and how dynamic changes in shoaling may be 
quantified using video-tracking systems. Dr. Cretton will present his novel hardware and software solutions as to 
how to quantify larval zebrafish behavior including anxiety-like responses. Dr. Merlin will present his research 
on modeling and analyzing attention deficit hyperactivity disorders using zebrafish. Last, Dr. Gerlai will 
examine social affiliation, and how one can induce group cohesion using computer animated stimuli. He will 
also present data on the neurobiological mechanisms of group cohesion in zebrafish. 

 

SPECIAL SESSION CONTENTS (sorted by paper ID) 

Social Affiliation in Zebrafish: From Synthetic Images to Biological Mechanisms  

Robert Gerlai (University of Toronto Missisauga, Canada) 

Diving Deeper into Zebrafish Development of Social Behavior: Analyzing High Resolution Data 

Christine Buske and Robert Gerlai (University of Toronto, Canada) 

Zebrafish Assays to Measure ADHD Endophenotypes 

Merlin Lange, W.H.J. Norton, M. Chaminade, P. Vernier, L. Bally-Cuif (CNRS, Gif-Sur-Yvette, France),  K.P. 
Lesch (University of Würzburg, Germany) 

Automated Analyses of Behavior in Zebrafish Larvae 

Robbert Creton, Sean D. Pelkowski, Holly A. Richendrfer, and Ruth M. Colwill (Brown University, USA) 

Fish as a Model to Study Non-Verbal Numerical Abilities 

Christian Agrillo, Maria Elena Miletto Petrazzini, Laura Piffer, Marco Dadda and Angelo Bisazza (University of 
Padova, Italy) 

Olfactory Signals Involved in Kin Recognition in Zebrafish 

Gabriele Gerlach and Cornelia Hinz (Carl von Ossietzky University, Germany) 
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Social Affiliation in Zebrafish: From Synthetic Images to Biological Mechanisms 

Robert Gerlai 

University of Toronto Missisauga, Department of Psychology, Mississauga, Ontario, Canada. 
 robert_gerlai@yahoo.com 

The zebrafish is an increasingly popular species in behavioural neuroscience 

Zebrafish are small freshwater fish that inhabit the tropical waters (small lakes, rivers and streams) of Southern 
and Eastern portions of Asia, e.g. India and Nepal. This species has been becoming increasingly popular among 
behavioural neuroscientists for many reasons (e.g. [4, 15]). First, due to the past four decades of extensive 
developmental biology research conducted with this species, powerful genetic tools have been developed for it 
that now may be utilized by several other disciplines of biology, including brain and behaviour research. Second, 
the zebrafish appears to strike an optimal compromise between system complexity (it is a typical vertebrate with 
basic neuroanatomy, neurophysiology, neurochemistry, and biochemistry similar to those of higher order 
vertebrates including mammals) and practical simplicity (it is small, easy and cheap to maintain in the 
laboratory, and it is highly prolific) [2]. Third, due to these above features and because numerous genes 
identified in zebrafish have been found to have nucleotide sequences highly homologous to mammalian 
counterparts, the zebrafish is believed to be an excellent translational tool, i.e. it may be utilized for modeling 
and analysing human diseases [5]. 

The zebrafish is a highly social species 

Both in nature and in the laboratory zebrafish form tight groups, called shoals [7-10]. A shoal is defined as an 
aggregate of individuals in which group members remain in close proximity to each other. In nature, this 
behaviour is believed to serve several adaptive functions, including protection from predators, increased foraging 
efficiency and increased mating success. In the laboratory, this behaviour is also prevalent and may be quantified 
both in freely moving groups of fish [7, 8] as well as in situations where a single subject responds to the presence 
of social stimuli [6]. The prevalent and robustly inducible shoaling behaviour in zebrafish may serve as an 
excellent tool with which one can investigate the mechanisms of vertebrate social behaviour. For such 
investigation to be successful, however, the stimuli that trigger this affiliative response must be well known and 
their method of delivery must be standardized.  

The zebrafish is a diurnal species that has excellent vision.  

Zebrafish, similarly to our own species and unlike rodents, are diurnal and are active during the day and sleep at 
night. Although zebrafish use several modalities for perceiving stimuli in their environment, e.g. lateral line, 
olfaction and auditory perception, these fish also have excellent vision and respond to visual cues. The zebrafish 
visual system and its development and physiology have been well characterized and we know, for example, that 
this species has four different cones (tetrachromatic) to detect specific wavelength ranges of light, i.e. their 
colour vision is excellent. The practical aspect of good visual perception abilities of zebrafish is that the 
experimenter may be able to use visual cues to affect and manipulate the behaviour of these fish and, given that 
our own species also uses vision as one of the primary mode of perception, simple consumer grade “visual 
devices”, such as cameras and TV screens are available for a reasonable cost for such research. 

Visual stimuli to induce social responses 

We have started the analysis of visual stimuli and explored if they induce social responses. We first investigated 
how zebrafish respond to live fish in a test where the zebrafish and the stimulus fish were allowed to swim freely 
[11]. We found that zebrafish prefer staying close to conspecifics and do not shoal with heterospecific fish 
irrespective of whether these heterospecific fish are social (shoaling) or non-social (not group forming) species. 
We also found that zebrafish shoal with (i.e. prefer staying close to) conspecifics even if the colour of the 
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conspecific differed from their own (we used a pigment mutant “gold” variant of zebrafish to investigate this 
question). Subsequently, we examined if zebrafish may be sensitive to particular features of conspecifics and 
started modifying such features using computer animated images [11]. The results suggested that zebrafish 
respond to moving images of conspecifics just as they would respond to real live fish. The results also revealed 
that zebrafish are not very sensitive to the pattern of the conspecifics, i.e. in a binary choice test they preferred 
images that did not have the wild type horizontal stripe pattern equally to those that showed the normal wild type 
horizontal stripe pattern. Furthermore, the test subjects also showed equal preference to the wild type pattern and 
images that exhibited vertical stripes. Also, zebrafish responded normally to images that were coloured red. 
Interestingly, experimental zebrafish preferred yellow coloured images to the wild type colour (blue, green and 
yellow stripes). Last, zebrafish showed equal preference towards a shortened (and “fatter”) image and the wild 
type body proportions, but did show a robust avoidance of the opposite, a lengthened and narrower fish image. 
These results suggest that computerized animated images may be utilized to induce social behaviour and that the 
decomposition of what zebrafish may regard as species specific stimuli representing their conspecifics will be 
possible. 

Quantification of social responses  

In this presentation I focus on quantification of shoaling behaviour, i.e. social affiliative responses. These 
responses may be induced and quantified in principally two different contexts. One, the behaviour of freely 
moving fish may be measured [8] or two, the behaviour of a single subject to social stimuli may be recorded [6]. 
In the former case, one can track all subjects of the freely moving shoal and measure numerous parameters that 
define shoal cohesion. For example, the average inter-individual distance measures the distance between a 
particular fish from all of its shoal members and calculates the average (mean) of these distances. Similarly, the 
variance of inter-individual distances may also be calculated for each shoal member. These measures are 
dependent upon the shoal size, i.e. how many members form the shoal, but they are highly informative as they 
take all distances between all possible pairs of fish in the shoal into account. Another measure often used in the 
quantification of group forming behaviour in fish, birds and other species that form aggregates, is the nearest 
neighbour distance. This measure is independent of shoal size, which is an advantage if one wants to compare 
social behaviour across a range of shoal sizes. However, it does not take into account all distances within the 
shoal and thus it may be less informative compared to the inter-individual distance measure. The second context 
in which one may quantify shoaling responses is with a single subject. In this case, a social stimulus, live 
stimulus fish or computer animated social stimuli, may be presented to the experimental subject adjacent to its 
test tank and, for example, the subject’s distance from the stimulus is quantified [6]. 

The sight of conspecifics is rewarding 

Using visual stimuli of conspecifics one may be able to trigger robust social responses [6]. These responses do 
not need to be trained and appear spontaneously in response to the social stimulus. It appears therefore that 
zebrafish are innately motivated to perform these responses. Briefly, social stimuli may be rewarding [3]. Indeed, 
this is what we found in a learning paradigm in which zebrafish were required to associate a visual cue (a red cue 
card) with the presence of conspecifics (in this case live stimulus fish) [1]. Zebrafish were found to be able to 
acquire the CS (cue card) US (stimulus fish) association within 20 trials and showed robust preference 
(conditioned response) to the CS alone when it was presented to them at a probe trial, a results that confirmed 
that the US (the conspecific stimulus fish) was a strong reinforcer. Given that this task was a typical appetitive 
conditioning task, we conclude that the sight of conspecifics is rewarding in zebrafish. A similar conclusion 
could be drawn from subsequent learning paradigms in which the mechanisms of associative learning were 
investigated with zebrafish [12-14]. In these studies, we found that the presence of conspecifics could provide 
sufficient drive (motivation) to learn both associative and spatial tasks and that learning performance in these 
tasks was NMDA-Receptor dependent, as a selective NMDA-R antagonist, MK801 could disrupt learning and 
memory at concentrations that did not affect motor function and/or vision.  
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The dopaminergic system, reward, and the sight of conspecifics 

The dopaminergic system is known to mediate reward, among other functions, in mammals. Dopamine receptors 
(D1-R, D2-R D3-R and D4-R) have been identified in zebrafish and the nucleotide sequence of the 
corresponding genes has been found highly homologous to that of mammalian counterparts. We have started the 
mechanistic analysis of the whether the dopaminergic system is involved in social behaviour in zebrafish. First, 
we investigated whether presentation of conspecific images may induce changes in the levels of dopamine and 
DOPAC (a metabolite of dopamine). We also analyze potential changes in other neurochemicals. This analysis is 
still on-going but so far we have found unequivocal evidence showing that dopaminergic responses are enhanced 
by the sight of conspecifics, and in a manner that correlates with the length of the exposure to this visual 
stimulus. We also know that 6the stimulus must have certain features resembling the conspecifics as scrambled 
images or the testing procedure without conspecific images do not induce the dopamine responses. Interestingly, 
the serotoninergic system does not appear to be engaged by the presentation of social stimuli. Subsequently, we 
examined if disruption of the dopaminergic system may affect responses to social stimuli. We utilized a D1-R 
antagonist (SCH23390). D1-R is the most abundantly expressed post-synaptic dopamine receptor subtype in 
zebrafish. We found the antagonist to significantly impair social behavioural responses (to increase the distance 
of the treated experimental zebrafish from the stimulus screen on which animated images of conspecifics were 
shown) without affecting motor function and/or perception. Taken together the above results suggest that 
dopamine is likely to mediate the rewarding aspect of shoaling. 

Concluding remarks 

Zebrafish behavioural neuroscience is in its infancy. The number of zebrafish behavioural tests is orders of 
magnitude smaller than what is available for laboratory rodents, the rat and the house mouse. Nevertheless, the 
past few years have seen an exponential increase in the number of zebrafish behavioural studies. Our knowledge 
of zebrafish behaviour is rapidly increasing and our tools with which we can investigate this species from a 
behavioural perspective are continuously improving. Given the translational relevance of this fish and its 
practical advantages, I believe zebrafish will become one of the primary model organisms of biomedical 
research. The above studies represent just one small subset of this field. But I hope they demonstrate the utility 
of how one may be able to employ zebrafish in the analysis of such complex functions of the brain, as for 
example, social behaviour. 
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Diving Deeper into Zebrafish Development of Social Behavior:  
Analyzing High Resolution Data 

Christine Buske, Robert Gerlai 

University of Toronto, Department of Cell & Systems Biology, Toronto, Ontario, Canada  
chr.buske@mail.utoronto.ca 

Zebrafish as a behavioral neuroscience model of disease 

The mechanisms and development of vertebrate social behavior are not fully understood. Numerous human 
clinical conditions exist in which abnormal social behavior is the core symptom, among these are alcoholism and 
fetal alcohol syndrome. Animal models may facilitate the understanding of the mechanisms of social behavior 
and the mechanisms underlying abnormal social behavior. Zebrafish are known to shoal, i.e. aggregate in groups. 
We have just completed a study that described, for the first time, the ontogenesis of shoaling, i.e. revealed 
significant increases in shoaling behavior with developmental stage in zebrafish [1].  

The effect of embryonic alcohol exposure on social behavior development 

In the current study, we aim to investigate how embryonic alcohol exposure affects the ontogenesis of shoaling. 
Although a large body of literature exists on the effects of fetal alcohol exposure, many studies have been 
completed using unrealistically high alcohol concentrations. To make our investigation more easily extrapolated 
to realistic clinical circumstances, we employed a modest alcohol dosing regimen of low doses and a short 
exposure time (2 hours). A previous study has demonstrated this dosing regiment to be sufficient to cause 
significant reduction in social preference (reduced response to images of zebrafish) when adult fish were tested 
[2]. The current study looks at this phenomenon from a group perspective. Zebrafish are a highly social species 
and studying them in groups, versus the individual, opens up the possibility to better understand complex 
behaviors for this species. As not sufficient information exists yet, and the only previous study looking in depth 
at group behavior was recently completed, we approach this in an explorative manner: starting from individual 
plots for each subject, for short time periods of 1-5minutes, we aim to visually observe potential patterns 
emerging from positional data. This serves as a starting point to investigate the possibility of modeling the 
observed social behavior. Previous studies from our research group has shown an oscillating pattern in shoal 
cohesion of zebrafish [3], here we attempt to identify additional patterns that can be observed from group 
interactions. Collective behavior is becoming a topic of interest and can be a direct link to better understanding 
how the brain works. Research suggests that animals act on environmental data using probabilistic estimation as 
a means of making behavioral decisions [4]. Work performed by Perez-Escudero and Plavieja (2011) supports 
patterns of choice of Gasterosteus aculeatus correspond very well to probabilistic estimation using the social 
information. The link found between these patterns of behavior and mathematical models can help in future 
experimental design using multi-subject testing. In particular, group cohesion or aggregation behavioral patterns 
might be influenced by pharmaceutical insults (such as embryonic alcohol exposure) and can provide us with an 
alternate or richer resource to test subtle effects of different compounds on the (developing) brain through 
behavioral research.  

Quantification of social behavior 

Zebrafish are a highly social species and aggregate in groups [1]. Previous research has shown that the sight of 
conspecifics is also rewarding to zebrafish [5]. Here we chose to observe zebrafish in groups of ten, mimicking a 
realistic shoaling situation (vs. exposure to either automated images of zebrafish or the sight of live conspecifics 
separated by a glass barrier. 

Positional data were generated for each subject in a ten-member group during the testing period, at a frequency 
of 30 times per second. Shoaling trials were repeated regularly throughout development from 7 to 90 days post 
fertilization. From this data, it is possible to extract the distance between all members of the group, speed for 
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each subject and the average for the group, as well as other parameters that can be deduced from positional data. 
For example, thigmotaxis of an individual or the group as a whole, the establishment of a home base, or potential 
dominance patterns. Distances between shoal members have been previously used as a measure of shoal 
cohesion, but this project aims to go beyond this and explore how high resolution positional data for each 
member can be used to gather more information on group dynamics in zebrafish social behavior, throughout 
development. A first step towards understanding behavioral changes throughout development, and the effect of 
embryonic alcohol exposure on these behaviors, is to use shoal cohesion as a measure (inter individual distances 
over time). The second step is to model high resolution positional data to determine if throughout development 
or as a result of a pharmaceutical insult (such as embryonic alcohol exposure), changes can be observed. For 
example, [3] found that zebrafish groups show an oscillating pattern in their shoaling behavior. One of our 
working questions is whether this changes over time, or due to embryonic alcohol exposure. Measuring this 
behavior can provide greater insights in subtle behavioral changes perhaps not captures purely with average inter 
individual distances.  

The open field task 

Ten member groups are observed while shoaling in an open field. The open field task is an established and 
frequently used tool in rodent studies, but still quite new in zebrafish research. While exploring patterns in social 
interactions between shoal members can be very informative, we also investigate exploratory patterns of a single 
fish in the open field task. Relative to other models, such as rodents, little is known with regards to the 
behavioral repertoire of zebrafish. Preliminary results show a difference in how zebrafish explore the open field 
compared to rodents. Our data suggests that zebrafish heavily explore the open field within the first 5 minutes of 
a 30 minute trial. The remaining time, the fish increasingly spends more time closer to the boundaries of the 
arena, and thus is showing stronger thigmotactic behavior. This is the opposite of what is observed in rodent 
behavior [6]. A noteworthy observation that can potentially be exploited in behavioral paradigms.  

Behavioral patterns and data mining for these studies is performed using R: A language and environment for 
statistical computing.  

Neurochemical analysis 

To complement behavioral data obtained as described above, we have aimed to identify some neurochemical 
targets of interest. Dopamine and serotonin are implicated in several conditions with aberrant behavior as a 
component (such as depression and anxiety disorders), we use these targets to assess the effects of embryonic 
alcohol exposure on the brain. Our studies show that one time exposure of moderate to low doses of alcohol 
permanently disrupts normal dopamine and serotonin levels. Levels for both neurochemicals, as well as their 
metabolites DOPAC and 5-HIAA are significantly depressed in whole brain samples of 40, 70, and 102 day old 
zebrafish.  These observations lay the foundation to further investigate the effects of embryonic alcohol exposure 
on the brain, over time.  

Conclusions 

Zebrafish are an increasingly popular model organism for human diseases. As zebrafish mature as a model in 
behavioral neuroscience, a better understanding of this species’ behavioral repertoire is increasingly more 
important for future research. We aim not only to establish some new behavioral paradigms, but also investigate 
the long term effects of one time, low dose, alcohol exposure on the development of social behavior and 
neurochemistry in zebrafish.  

References 

1. Buske, C., Gerlai, R. (2010). Shoaling develops with age in Zebrafish (Danio rerio). Prog 
Neuropsychopharmacol Biol. Psychiatry. doi:10.1016/j.pnpbp.2010.09.003. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 257



2. Fernandes, Y., Gerlai, R. (2009). Long-term behavioral changes in response to early developmental 
exposure to ethanol in zebrafish. Alcohol Clin. Exp. Res. 33, 601-609: doi:10.1111/j.1530-
0277.2008.00874.x. 

3. Miller, N.Y., Gerlai, R. (2008). Oscillations in shoal cohesion in zebrafish (Danio rerio). Behavioural 
Brain Research 193, 148-151. doi:10.1016/j.bbr.2008.05.004. 

4. Pérez-Escudero, A, de Polavieja, G.G. (2011). Collective animal behavior from Bayesian estimation 
and probability matching. PLoS Comput. Biol. 7, e1002282. doi:10.1371/journal.pcbi.1002282. 

5. Al-Imari, L., Gerlai, R. (2008). Sight of conspecifics as reward in associative learning in zebrafish 
(Danio rerio). Behavioural Brain Research 189, 216-219. doi:10.1016/j.bbr.2007.12.007. 

6. Blaser, R.E., Chadwick, L., McGinnis, G.C. (2010). Behavioral measures of anxiety in zebrafish (Danio 
rerio). Behavioural Brain Research 208, 56-62. doi:10.1016/j.bbr.2009.11.009. 

 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
258 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



Zebrafish Assays to Measure ADHD Endophenotypes 

M. Lange1, W.H.J. Norton1, M. Chaminade1, P. Vernier2, K.P. Lesch3, L. Bally-Cuif1 

1Zebrafish Neurogenetics, Neurobiology & Development, INAF, CNRS UPR3294, Gif-Sur-Yvette, France. 
 lange@inaf.cnrs-gif.fr  

2“Development and Evolution of Neurotransmission”, Neurobiology and Development, CNRS UPR 3294, 
Gif-Sur-Yvette, France 

3Department of Psychology, Biological Psychology, Clinical Psychology, and Psychotherapy, University of Würzburg, 
Würzburg, Germany 

Attention Deficit Hyperactivity Disorder: Introduction 

Attention-deficit hyperactivity disorder (ADHD) is a developmental disorder characterized by hyperactivity, 
impulsivity and inattention. It currently affects around 5% of children worldwide and frequently has long-term 
consequences. However, although there is a significant genetic component to ADHD, relatively few risk genes 
have been identified and characterized [1-3]. The drug treatments available for the disease are poor with variable 
efficacy and significant side effects. Furthermore the etiology of ADHD is poorly understood and there are 
relatively few animal models for the disease. Recently, Arcos-Burgos and colleagues [4] reported evidence for a 
risk haplotype in the gene encoding Latrophilin 3 (LPHN3), revealed by a linkage scan in a genetic isolate 
population and subsequent fine mapping. LPHN3 is a potential G protein-coupled receptor with the propensity to 
moderate cell-cell interaction (adhesion-GPCR). However the physiological function of LPHN3 is not well 
understood and endogenous ligands have yet to be identified.  

ADHD endophenotypes  

It is therefore essential to use animal models in order to investigate the genetics basis which leads to disease 
pathology. Unfortunately however, the complicated genetic basis of ADHD makes it difficult to fully recreate 
them in animal models. One way to simplify this problem is to measure endophenotypes, biological markers that 
correspond to a disease-gene’s activity [5]. Endophenotypes only model a few of the symptoms of a psychiatric 
disorder, they should also be connected to the symptoms of the disease, perhaps reflecting some of the 
underlying changes in neurobiology [6]. The creation of animal model for at least some endophenotypes of 
ADHD will allow in-vivo analysis and subsequently a better understanding of disease neurobiology. 

Modeling ADHD in zebrafish 

In recent years, the zebrafish (Danio rerio) was established as a valid animal model for probing the genetics and 
developmental bases of behavior, based on the combination of a well-characterized ontogeny, availability of 
numerous tools for genetic modification and a battery of tests for behavioral characterization [7-9]. By six days, 
larval fish swim continuously, search for food and are able to escape from predators, thus demonstrating a range 
of innate behaviors. Furthermore, the formation and function of neurotransmitter signaling pathways is 
conserved between zebrafish and other vertebrates, highlighting the usefulness of studies conducted in fish. 

To validate LPHN3 as a potential ADHD risk factor, we analyzed the function of zebrafish Lphn3 in larvae. We 
used morpholino injection to achieve a transient reduction of Lphn3 activity. We next characterized the larval 
behavioral phenotype of lphn3 morphants. 

Quantification of the lphn3 morphant endophenotypes: hyperactivity and motor 
impulsivity 

We focus our attention on two behavioral endophenotypes of ADHD: hyperactivity and motor impulsivity. 
Locomotion can be easily measured in larval fish. We use automated videotracking software to measure fry 
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zebrafish. Automated software allows us to record and measure simultaneously multiple parameters. We can also 
readily modify the parameters of the assays (area size, detection threshold, integration time…). We first 
measured larval behavior at 6 days and found an increase in the distance swum by the morphants in a 5 mm 
experiment, as revealed by an increase in the mean swimming speed (the resting time was unchanged). 
Furthermore, this hyperactivity can be rescued by application of the pharmacological treatments for ADHD, 
Methylphenidate and Atomoxetine. ADHD patients exhibit constant hyperactivity [10]. To determine whether 
lphn3 morphant larvae were constantly hyperactive, we plotted the distance swum every three seconds during a 
90 second experiment for several larvae. We found that the morphants displayed remarkably stable locomotion 
over time. ADHD-associated impulsivity can be subdivided into both motor and cognitive components [11]. We 
developed a method to analysis the motor impulsivity in 6dpf larvae by plotting the distance swum in short time 
windows for individual animals. We observed sharper acceleration peaks in the morphants’ curves, confirming a 
motor impulsivity endophenotype. Together these results suggested that lphn3.1 morphants show 2 main 
behavioral ADHD-like endophenotypes: a stable hyperactivity, and motor impulsivity. 

Neurobiological characterization of the morphants 

We currently aim to connect potential neuroanatomical defects with the observed behavioral endophenotypes. 
We focused on monoaminergic systems because of their known link with both ADHD and locomotor control 
[12]. While the serotonergic (5-HT) and noradrenergic systems remained unaffected, we found that lphn3 
morphant larvae display a disorganization of dopaminergic (DA) neurons. In parallel, immunohistochemical, in 
situ hybridization and high pressure liquid chromatography (HPLC) studies of other neurotransmitter systems, 
(including NA, 5-HT, GABA and glutamate) failed to reveal obvious defects in these other neurotransmitter 
signals following loss of lphn3.1 function. 

Standardization of the ADHD-like endophenotypes assays in popular zebrafish strains  

As zebrafish neuroscience research becomes more and more popular, the definition of standard thresholds for 
measurable behaviors (such as sleep/wake activity, locomotion, predation, phototaxis, learning, etc.) and 
standardization of tests/techniques become crucial. Using the methods developed to study the lphn3 morphant, 
we characterized the locomotion activity/impulsivity throughout zebrafish life (6dpf/1month/3months). The 
zebrafish community uses several wild type strain of D. rerio, among which we chose AB, WIK, TU and EK 
strains to conduct a behavioral comparative study. We also decided to add to this study the transparent Casper 
line [13], which has become more popular with the emergence of optogenetics and live-imaging studies. We 
developed and conducted high-throughput analyses of the distance travelled, speed and resting time for 
6dpf/1month/3months zebrafish with automated sorting of the data. We also created routine assays to record the 
stable activity and the motor impulsivity described above. We obtained the locomotion threshold profile for each 
strain according to their intrinsic polymorphisms. All this information will help to choose the best strain for a 
given experiment depending on the locomotion parameters to be investigated. Moreover the methods developed 
provide a robust and precise modus-operandi to study ADHD-like endophenotypes (as locomotion) in zebrafish. 

Summary and conclusion 

In the first part we provided evidence implicating Lphn3 in the control of locomotor activity and DA 
development. lphn3 morphants have the potential to become a new animal model for the locomotor 
endophenotypes associated with ADHD and will allow us to expand our knowledge of Lphn3 function. 
However, there is still a clear need to expand the number of endophenotypes that can be measured, in particular 
to include those that quantify cognitive impulsivity and attention. We also adapted the assays that measure 
ADHD-like endophenotypes to obtain a standardized modus-operandi to study the locomotion behavior in 
zebrafish at different stages. Moreover we used those automated solutions to describe the locomotion parameters 
of popular zebrafish strains. Finally the development of validated protocols to measure different ADHD-like 
endophenotypes in zebrafish suggest that zebrafish has the potential to become one of the primary model 
organisms for translational research of psychiatric disorders.  
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Early brain development may be influenced by numerous genetic and environmental factors with long-lasting 
effects on brain function and behavior. Identification of these factors is facilitated by behavioral studies in 
animal model systems. However, large-scale screening in whole organisms remains challenging. We developed a 
novel high-throughput imaging system capable of analyzing complex behaviors in zebrafish larvae. The three-
camera system can image twelve multi-well plates simultaneously and is unique in its ability to provide local 
visual stimuli in the wells of a multi-well plate. The acquired images are converted into a series of coordinates, 
which characterize the location and orientation of the larvae. The imaging techniques were tested by measuring 
avoidance behaviors of zebrafish larvae in response to visual stimuli. The system effectively quantified larval 
avoidance responses and revealed an increased edge preference in response to a ‘bouncing ball’ stimulus. We 
further demonstrated that this edge preference, or thigmotaxis, can be interpreted as a measure of anxiety; larvae 
exposed to valium showed a reduced edge preference, while larvae exposed to caffeine showed an increased 
edge preference. We are currently using the developed imaging system to screen for behavioral defects in 
response to modulators of calcium signaling and organophosphate pesticides. The imaging system and assays for 
measuring avoidance behavior may also be used to screen for a variety of other genetic and environmental 
factors that cause developmental brain disorders and for novel drugs that could prevent or treat these disorders. 
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Numerical abilities are widespread among vertebrates 

Abilities such as recording the number of events, enumerating items in a set, or comparing two different sets of 
objects can be adaptive in a number of ecological contexts. Lyon [1], for instance, reported a spontaneous use of 
numerical information (egg recognition and counting) in a natural context as a strategy to reduce the costs of 
conspecific brood parasitism in American coots. McComb and co-workers [2] using playback experiments found 
that wild lions based the decision whether or not to attack a group of intruders on a comparison of the number of 
roaring intruders they had heard and the number and composition of their own group. Extensive laboratory 
research carried out on apes and monkeys has revealed the existence of non-verbal systems of numerical 
representation that non-human primates apparently share both with infants and with human adults tested in 
comparable conditions [3]. In the last five years, an increasing number of studies has focused their attention also 
on numerical abilities of species more distantly related to humans, such as fish, in order to broaden our 
knowledge on the evolutionary origin of number processing. 

Spontaneous quantity discrimination in poeciliid fish 

There is substantial evidence that, in social situations, individual fish in unfamiliar environments tend to join 
other conspecific and, if choosing between two shoals, they exhibit a preference for the larger group [4-8]. This 
spontaneous preference for joining the larger shoal is commonly adopted to study fish ability to discriminate 
between quantities. In these tests the experimental apparatus is usually composed of three adjacent tanks. The 
central one, the ‘subject tank’, houses the test fish. At the two ends two ‘stimulus tanks’ (in which two shoals are 
inserted) face the subject tank. Subject is inserted in the subject tank and his/her behaviour is recorded for 10-15 
minutes. Shoal preference is calculated as the time spent by the subject near the glass facing either of the 
stimulus tank. 

Both mosquito-fish (Gambusia holbrooki) and guppies (Poecilia reticulata) proved able to discriminate between 
shoals differing by one unit up to 4 (1 vs. 2, 2 vs. 3 and 3 vs. 4) showing apparently the same effort (that is, fish 
accuracy was not affected by numerical ratio in the small number range). At the same time, fish could 
discriminate larger shoals provided that numerical ratio was at least 1:2 (i.e. 4 vs. 8). Performance above 4 units 
showed ratio-dependence and the capacity to discriminate between two quantities became increasingly accurate 
as the ratio between them increased [9]. Similar results have been reported in angel-fish (Pterophyllum scalare) 
[6-7]. As a reference, in a recent study [5] a group of undergraduate students was required to estimate the same 
numerical ratio presented to poeciliid fish.  Participants had to estimate the larger of two groups of dots while 
prevented from verbal counting. Interestingly, humans and fish showed almost identical performance patterns for 
small and large quantities, suggesting that the evolutionary emergence of our quantity abilities may be more 
ancient than we have previously thought. 

Use of number by poeciliid fish 

Much debate has arisen over the exact mechanisms enabling animals to make such a discrimination. Since 
stimulus numerousness co-varies with non-numerical extent, such as the total area occupied by objects, the sum 
of their contour, their density and luminance, organisms can provide quantity judgments without necessarily 
being capable of numerical representation [10-11]. For instance, in a shoal choice test fish may select the larger 
shoal by using the overall space occupied by the groups instead of numbers. The assessment of numerical 
capacities in animals requires careful controls to exclude non-numerical cues being used in place of number. 
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One experimental strategy employed to exclude the use of continuous cues in spontaneous preference tests is the 
sequential presentation of items within each set, so that subjects can never have a global view of the entire 
contents of the sets. In order to choose the preferred or the reinforced set in these experiments animals have, 
therefore, to attend to each item and to build a representation of the contents of the set on the basis of the items 
that come sequentially into view. Then they have to repeat the process for the second set and, finally, to compare 
the two representations. For example, in Hauser and colleagues’ study [12] rhesus monkeys observed 
experimenters that placed pieces of apple, one at a time, into each of two opaque containers. Monkeys had no 
opportunity to see the matched groups before selecting one of them and thus had to mentally add the number of 
food items inserted in each container. 

We have recently adapted the item-by-item procedure in a shoal choice test using mosquito-fish as model [13]. 
The apparatus for shoal choice was modified by confining each stimulus fish in an adjacent and separate 
compartment. In this way subjects could choose between one large and one small group of companions but they 
could only see one fish at a time, thus preventing the possibility that they could use non numerical attributes of 
the shoal, such as the cumulative area occupied by fish, to estimate the larger set. Mosquito-fish proved to 
successfully discriminate the larger group of social companions also in this test, suggesting a spontaneous 
number representation. 

To investigate whether animal species can process discrete (numerical) discrimination, extensive training 
procedures are also reported in literature. In a recent series of experiments we adopted one of these procedures 
consisting of training the subject to discriminate between sets containing different numbers of geometric figures. 
Mosquito-fish were placed in an unfamiliar tank and trained to discriminate between two doors in order to re-
join their social group. Doors were associated with a pair of stimuli consisting of groups of figures differing in 
numerosity. These figures were controlled for non-numerical variables, therefore fish could solve the task by 
attending numerical information only. Fish proved be able to use numerical information both in the small (2 vs. 
3) and in the large (4 vs. 8) number range [14-15]. Interestingly, their accuracy was not affected by the total set 
size: mosquito-fish can discriminate 4 vs. 8 as well as 100 vs. 200. On the contrary, numerical ratio affected the 
performance, and discriminating a 1:2 numerical ratio was easier than a 2:3 or 3:4 ratio. As reference we tested 
adult humans presenting the same stimuli: again, the performance of humans largely overlapped that of fish. This 
further supports the idea of similar non-verbal numerical systems shared among vertebrates. 

Conclusions and future directions 

Recent studies have demonstrated that numerical abilities not only predate verbal language but also have a very 
ancient evolutionary origin. Fish are able to spontaneously discriminate between quantities and use numerical 
information when continuous variables are controlled for. To date, two main procedures have been reported in 
literature: spontaneous shoal choice test and training procedure using social reward. Only recently we have 
developed a new training procedure [16] using food reward. Subjects are singly housed in rectangular tanks. At 
intervals, two stimuli (groups of figures differing in numerosities) are introduced at opposite ends of the tank and 
food is delivered near the stimulus to be reinforced. Time spent near positive stimulus in probe trials is taken as a 
measure of discrimination performance. To validate the method, we replicated two published studies that used 
operant conditioning to investigate the mechanisms of numerical discrimination in mosquito-fish: our data 
indicate a complete overlap of the results obtained using the two different methods. The novel procedure, 
however, proved to be less time-consuming and showed less limitations than operant conditioning. In this sense, 
in the next future we might investigate the full range of numerical abilities in poeciliid fish.  

More generally, the new paradigm may also be well suited for automation. Stimulus delivery on a computer 
screen could be synchronized with automated tracking of the fish movements using one of the available 
programs, which could also serve for the automated measurement and analysis of visual choice. This might 
provide a system for high-throughput conditioning of fish in a manner similar to approaches already used with 
rodents and offer a powerful tool in many fish studies involving learning. 
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Kin recognition  

In many species - invertebrates and vertebrates - social interaction differs according to the genetic relatedness of 
individuals. Individuals that are able to assess the genetic relatedness of conspecifics can preferentially allocate 
resources towards related individuals and avoid inbreeding.  

Several mechanisms have been proposed by which individuals may discriminate kin. One way to identify 
possible relatives is to treat any conspecific that shares a particular location or degree of familiarity as kin. Kin 
recognition requires more stringent criteria when proximity and familiarity with conspecifics are not sufficiently 
reliable to detect true genetic relatedness. In a more specific method of kin recognition known as phenotype 
matching, an individual learns a template of its own phenotype [1] and/or that of its familiar kin [2], and later 
compares the phenotypes of unfamiliar animals with this template [3]. Such phenotype matching depends on a 
consistent correlation between phenotypic and genotypic similarity, so that detectable traits are more alike 
among close relatives than among more distantly related or unrelated individuals [4]. 

Olfactory imprinting and kin recognition in zebrafish 

We have addressed the question of how animals acquire the ability to recognize kin by studying the development 
of olfactory kin preference in zebrafish (Danio rerio). We exposed zebrafish eggs directly after fertilization to 
different conditions: We either kept a single larva isolated in a small beaker or exposed larvae to olfactory and 
visual cues of their siblings at different days of their development. When 10 to 15 days old, we tested larvae for 
their olfactory preference of kin in a two channel choice flume with a steady driven flow. Each channel of the 
flume contained holding water of either kin or non-kin. We recorded the position of the fish in one or the other 
water flow every 10 s during two 3-min periods separated by a 1-min transition period to switch water sources as 
a control for possible (non-olfactory) side bias of the fish. Our results show that larvae could only recognize and 
preferred kin when having been exposed to kin during a 24-hour time window on day six post fertilization (dpf) 
[5]. Exposing larvae to kin at any other day than at 6 dpf does not induce any recognition of kin later in life; 
isolated larvae did also not express any kin recognition later in life [6,7].   

Surprisingly, larvae do not imprint on the cues of non-kin during this sensitive phase for imprinting, indicating 
that a predisposition for the olfactory cues might exist or that larvae might use additional cues [5].   

Our results on kin recognition in juvenile and adult zebrafish suggest that juveniles prefer to shoal with relatives 
while adults might use the same kin recognition mechanism to avoid mating with close relatives. Indeed, in the 
same choice flume adult females preferred olfactory cues of foreign males over those of brothers [7]. 

Identification of olfactory signals triggering kin recognition 

Extreme genetic diversity of genes of the major histocompatibility complex (MHC) provides the underlying 
mechanism for kin recognition [8]. The MHC is a cluster of genes that has been intensively studied for its 
importance in immune reactions and immune recognition [9], and shows striking similarity among many 
vertebrates. Variation in MHC genes contributes also to unique individual odors (odortypes). MHC/peptide 
complexes expressed at cell surfaces are thought to be shed from the cell surface and their fragments appear in 
the urine and other body fluids. In recent studies we could identify peptide ligands of MHC receptors as signals 
triggering imprinting and kin recognition [10]. When adding mixtures of nine amino acid long peptides we could 
evoke later kin recognition in zebrafish with specific MHC class II alleles. 
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Benefits of associating with kin  

We examined the potential benefits of kin preference by comparing growth rate, shoaling, and aggressive 
behavior in juvenile zebrafish housed in groups of either familiar kin or unfamiliar non-kin [11]. Over an 
observation period of 5 days animals grew 33 % more in kin groups; however, neither shoaling nor the frequency 
of aggressive interactions was different in groups of related versus unrelated individuals. Shoaling behavior 
increased with increasing observation time and increasing age, while aggressive behavior remained the same. 
We conclude that associating with kin probably creates a less stressful environment that allows for higher growth 
rates, which can lead to higher direct fitness based on increased survival and earlier reproduction. Kin 
recognition leading to kin-structured groups may therefore be under positive selection 
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Abstract 

There is currently a considerable diversity of quantitative measures available for summarizing the results in 
single-case studies (e.g., nonoverlap indices, regression coefficients or R-squared values). Given that the 
interpretation of some of them is difficult due to the lack of established benchmarks, the current paper proposes 
an approach for obtaining further numerical evidence on the importance of the results, complementing 
substantive criteria, visual inspection and the summary indices themselves. This additional evidence consists in 
obtaining the likelihood of the outcome in case the intervention was ineffective. The probability is expressed in 
terms of p values, which can then be used to integrate the results of several studies; an integration which is 
problematic when different metrics are used across primary studies and raw data are not available. Two methods 
for combining probabilities in the context of single-case studies are pointed out – one based on a weighted 
average and the other on the binomial test. 

Introduction  

Currently there is a great variety of techniques proposed for quantifying the magnitude of effect in single-case 
data. However, not all of these procedures are accompanied by unquestionable interpretative benchmarks in 
order to judge the relevance of the results obtained. Even in the case of regression-based procedures which yield 
R-squared values the use of Cohen’s guidelines in single-case studies has been put in doubt due to greater effects 
usually found [1]. Apart from the interpretation of individual studies’ results, another important question yet to 
be answered is how to integrate the results of several studies conducted on the same topic. As regards integration 
meta-analysis is the option of choice, but combined significance may be useful when effect sizes are not reported 
or there is not an established effect size measure for some data analytic procedure [2]. Furthermore, the great 
proliferation of analytical techniques expressed in different metrics and the lack of consensus on which 
technique to use in order to summarize the results hinders carrying out meta-analyses [3] and opens the 
possibility for combining probabilities. Note, however, that when raw data are available the researcher can 
compute the metric of choice regardless of the original primary indicator and combine the results afterwards. The 
present study focuses on two complementary topics: a) the additional assessment of intervention effectiveness in 
an individual single-case study – this is achieved estimating statistical significance after constructing the relevant 
sampling distribution and b) the quantitative integration of several single-case studies using different indices for 
quantifying the magnitude of effect. 

Additional evidence for effectiveness in individual studies  

Rationale 

Single-case study results should be analyzed both visually and numerically, while also using substantive criteria 
of what effect is relevant in the specific behavioral context. However, it would also be useful for the researcher 
to have a statistical criterion complementing the substantive one. Given the lack (or inadequacy) of benchmarks 
for most indices, we propose a method for further assessing the relevance of an effect size. This additional 
evidence is based on obtaining the statistical significance associated with the index computed. p values have 
already been used in single-case designs via randomization tests [4], but in the proposal made here the sampling 
distribution is not constructed after permuting the data or the points of change in phase. The basic idea is that 
each effect size index, standardized or unstandardized, has its sampling distribution and its expected value in the 
conditions of no intervention effect, that is, when the null hypothesis is true. The value actually obtained (i.e., the 
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“outcome”) can be located in the sampling distribution in order to know whether a value as large as or larger 
than the outcome is likely to be obtained only by chance in absence of effect. 

The maximal reference approach (MRA) 

The current proposal is related to simulation modeling analysis, SMA [5], in which the outcome is located in a 
sampling distribution based on generated samples extracted from a population where the following parameters 
are specified: phase lengths equal to the ones of the original sample, no intervention effect, phase serial 
dependence equal to the autocorrelation estimated in the original sample, normal disturbance. However, at least 
two assumptions are being made with the SMA: a) data are normal, which may be questionable, and b) the 
autocorrelation is estimated precisely, which is problematic when few measurements are available. In case these 
assumptions are not met, the sampling distribution constructed may not be appropriate. In order to reduce the 
uncertainty around these unknown data features and gain confidence on the validity of the sampling distribution 
as a reference, it may be necessary to construct not one but several sampling distributions, provided that the 
typical values of the primary indicators are expected to vary according to series/phase lengths, the data 
generation processes, the degrees of serial dependence, the random variable distributions, etc. Our proposal is to 
follow a conservative approach, the maximal reference approach (MRA), in which the index values associated 
with several key p values (e.g., .90, .80, ..., .20, .10, .05) are identified for several conditions. If the p values are 
tabulated, then a researcher can compare the outcome to the reference values from the table in order to know in 
what range of probability is such an outcome expected at random. For instance, suppose that a researcher obtains 
an R-squared value of .60 after carrying out a regression analysis, whereas another researcher obtains a value of 
95% using a nonoverlap index. Are the effects large? In which study is the intervention effect stronger? We 
consider that the MRA, when used jointly with visual analysis and substantive criteria, may aid professionals 
interested in these questions.  

Quantitative integration of single-case studies using different metrics  

Combining weighted vs. unweighted probabilities.  

One of the possible sources of invalidity when integrating results is weighting equally studies with different 
sample sizes, but other factors affecting the reliability and validity of the results should also be considered [6]. 
Weighting gives more information and has proven to be more powerful when combining studies with different 
sample sizes [7]. Additionally, weighting is already inherent to the meta-analytical combination of effect sizes.  

Methods for combining probabilities.  

Of the diversity of existing approaches for combining probabilities only two will be highlighted here, given that 
they are especially relevant for the approach presented in the previous section. One of the methods for 
combining probabilities that can be used is similar to a proposal consisting in testing the statistical significance 
of the mean of the p values of the studies to be integrated [8]. However, as we underline the need of weighting 
the p values, the statistical test presented by Edgington [8] is not applicable. As regards the exact weighting 
procedure, a minimal requirement would be to use series length (the single-case equivalent of sample size) as a 
weight. However, it should be considered that the ideal weight is the inverse of the error variance, that is, the 
Fisher information [7]. Therefore, one option would be to use the inverse of the variance of the summary index, 
given that the amount of dispersion of the index values about its mathematical expectancy is closely related to 
the reliability of the results. It has to be highlighted that this approach is equivalent to the one usually followed in 
the meta-analytical integration of studies’ findings. In single-case designs, using the index’s variance is impeded 
by the fact that different studies use different metrics. Given that variances are not directly comparable, we 
propose using the coefficient of variation (CV). In order to follow the MRA, for each outcome the researcher 
should assign a probability and a CV, both which need to be made available, for instance, in a tabular format. 
Given that the exact p value associated with the outcome is not known in the MRA, Edgington’s [9] conservative 
solution can be followed, taking the upper limit of the probability given by a table as the probability itself (e.g., 
if the information available is that p < .05, then p = .05 should be the value used when integrating studies). The 
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weights obtained via the CV could then be used to compute a weighted mean of the p values which can be 
compared to a predefined reference value.  

The other method for combining probabilities potentially used for single-case studies is the binomial test, which 
has been deemed both quick and simple [10]. The main advantage is that it allows using studies which report 
only information on whether the p value was above or below .05 (i.e., it is possible to follow the MRA). The test 
consists in comparing each p value associated with the outcome to the nominal level α predetermined by the 
researcher. All outcome p values lower than α are counted as “successes” (versus “failures” in case of greater 
values) in terms commonly used when working with the binomial distribution [10]. After that the probability of 
obtaining as many successes, denoted by s, is referred to a binomial distribution with n (the number of trials), 
which is equal to the number of independent individual studies, and π (the probability of success in each trial), 
which is equal to α. The probability of obtaining s or more successes can be calculated directly from  

 1 .
n

n xx

x s

n

x
  



 
 

 
  For instance, suppose that a researcher wants to integrate the results of ten studies using 

the same intervention and similar participants, but not necessarily the same effect size indicator. Further suppose 
that the α selected is .05 and that three out of the ten studies are assigned p < .05 via the MRA. In this case, the 
probability of obtaining such a result only by chance is .0115, which indicates that, when considered together, 
the studies point at a strong intervention, although such an interpretation is always conditional on the 
professional’s criteria, client’s perceptions, etc. 

Discussion  

Strengths and limitations of the additional evidence for effectiveness in individual studies 

The additional evidence has been presented in terms of p values, that is, the probability of obtaining as large as 
or larger outcome only by chance. Nonetheless, this evidence can also be expressed as the proportion of 
outcomes lower than or equal to the outcome, an idea similar to the one underlying percentiles. In any case, 
given the limitations of p values, these should not be used as the sole indicator, but rather as a complement to 
practitioner’s experience, visual analysis, and the index quantifying behavioral change. The MRA is based on the 
idea of creating several plausible scenarios which allows researchers to make solidly supported decision. In 
terms of the efforts required from the researcher, when using the MRA it is only necessary to make a comparison 
to an already available maximal reference for the index and phase lengths used. However, given that the greatest 
p value of all conditions is used, this approach is rather conservative, which can be thought of as loss of power. 
The loss of power is attenuated for those cases in which there is evidence on the data features in a specific field 
and there is a narrower set of scenarios that need to be represented by the sampling distributions. Moreover, the 
probability assigned will be closer to the actual one – and the approach will be less conservative – in case there is 
a greater amount of reference values, for instance, for p values of .90, .80, …, .10, .05, and .01. Finally, it is not 
possible to rule out the possibility of publication bias – researchers may feel more inclined to submit for 
publication results for which the p value associated with the outcome is of specific magnitude. Nonetheless, 
journal editors endorse full reporting and maximal information around the effect size computed and they are not 
expected to reject an article only on the basis of one indicator, the p value, which is not the main focus of the 
findings.       

Strengths and limitations of the quantitative integration of single-case studies using different metrics 

The MRA allows combining studies whose results are summarized using different indices, which is important, 
given that the lack of a common effect size in single-case designs. The present paper focuses specifically on two 
ways of combining individual studies’ p values. The weighted means approach has the drawback of the 
impossibility to test the composite p statistically. It only allows a comparison with a reference p determined by 
the researcher prior to carrying out the combination of individual studies’ results. The binomial test is based on 
counting the amount of studies in which the p values is below a predefined nominal α and seems the most natural 
complement of the MRA. Another advantage of this method is that its logic is relatively simple to understand 
and its use is straightforward. The binomial test allows specifying any nominal α, given that it uses this reference 
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as the probability of a positive result in for each study to integrate. Additionally, although the test is performed 
on p values, the original information expressed in terms of the magnitude of effect indices commonly used in 
single-case research is not lost. In case the idea subjacent to this approach for obtaining additional evidence and 
integrating it quantitatively is accepted by applied researchers, a logical step would be to obtain the reference 
values for the most frequently used procedures and for the variety of data patterns described here.   
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Introduction 

Technological advances have radically changed the collection of behavioral data in animals. Modern tools 
complement, or even replace human observations in some labs. Also, behavior manifests itself in many different 
and complex ways, so behavioral scientists have developed a strategy of subjecting the animals to multiple 
observation systems, for longer periods of time, in order to get as much information as possible.  
Methodologically, the sample size (i.e. the number of animals) should be balanced from a statistical and an 
animal welfare point of view. Efficient statistical methods are therefore required to combine and analyze data 
from different types of experiments, while using a minimum number of animals. In this article, we present a 
generic framework that enables such a combination of diverse behavioral data. 

Data description 

We used behavioral observations of 4 strains (i.e. classes) of mice; a control group and three mutants which were 
designed to model Parkinson’s disease (alpha-synuclein, synphilin-1 and double transgenic). There were 12 
animals per strain and the raw data consisted of both video tracking data in a home cage (PhenoTyper®) and gait 
data from a gait analysis system (CatWalk® XT).  

Video tracking within the home cage, which is performed by EthoVision® XT, produces large amounts of data, 
as the animals are tracked at a sample rate of 15 per second, during period of one week. There are predefined 
zones inside the cage and, also, automated cognitive tests take place at specific times. The output parameters are 
of a spatio-temporal nature: the 2D-body position in the cage, velocity, angular movement, relative position 
(within the cage) and shape are calculated on each frame. 

The traditional way to analyze such longitudinal data is to split them in time-windows (bins) and then summarize 
(using mean values and coefficients of variation) all the calculated parameters per bin. We did this for both 12 
hour long bins, corresponding to the light/dark cycle in the home cage, and for 1 hour long bins, taking only the 
first hour of the dark period for each day. However useful, the shortcoming of this approach is that if the bin is 
too long then you average over a very long period and hence lose information, while if too short, synchronization 
problems might appear; different animals might be engaged in different activities in each bin. Therefore, one 
could argue that comparisons across animals are not meaningful for short bins. 

In this paper, we introduce an additional approach of representing behavior through strings. We define a set of 
behaviors of interest (alphabet) according to specific rules and then we produce strings or “words” that 
correspond to sequences of these behaviors in specific time periods. Consequently, we try to overcome the 
problem of misalignment in time by defining an appropriate similarity measure that detects similarities also 
between non-contiguous strings. This second approach results also in longitudinal, but very different type of 

Figure 1. Snapshots of automated animal tracking (left) and gate analysis (right).  
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data; effectively a set of strings for each animal, whereas the time bin data sets are numeric. In addition, the 
string comparison method enables us to use the zone transitions (within the home cage) in the same classification 
context.  

The gait analysis system on the other hand, produces numeric, but not particularly longitudinal data.  CatWalk 
XT generates a large number of parameters related to a) individual paw prints (e.g., size of the print, mean 
intensity, stand, swing), b) spatial relationship between paws (e.g., base of support, print positions) and c) 
temporal relationships between paws (e.g., phase dispersion). All parameters are calculated for each analyzed 
run, i.e., a crossing from one side of the glass plate to the other on the CatWalk system. Runs can be acquired at 
different time points throughout the animal’s life. 

In total, from the video tracking data and gait analysis data we derived a total of 7 data sets, each measuring 
different aspects of the recorded behavior: 

1. Bin12 - Using 12-hour long bins from the home cage, where we use means and coefficients of variation 
for each parameter as our input variables. 

2. Bin1 - As above, but only using data from the 1st hour of the dark period each day. 

3. String12 - 12-hour long string representations (from the home cage). 

4. String1 - 1st-hour string representations (from the home cage). 

5. Zone12 - Zone transition string (12-hour bin). 

6. Zone1 - Zone transition string (1st-hour bin). 

7. CatWalk - Gait analysis data. 

We then tried to combine all this information sources in a single analysis. 

Methods 

In this research we tried to create a good classifier; a way to predict the strain of an animal, given the behavioral 
data from all the available information sources. That requires a model to be trained to find out what are the 
characteristic parameters for each strain. Therefore, even if it seems counter-intuitive at first glance to try to 
predict something we already know (the strain of each mouse), the process of doing so reveals a lot concerning 
the differences between groups. 

A kernel is a similarity measure; when given a set of input variables and their corresponding classes, we can 
represent the relations between them using the kernel trick [1, 2]. For data fusion, we used a kernel combination 
approach [3, 4, 5, 6, 7]. The advantage of this method is that we can create one composite kernel for all the data, 
thus building one single classifier. The alternative would be to build a classifier for each separate data set, but 
then we would have to optimally combine them.  

In short, the method works as follows. Consider a classification problem with Ṣ different feature spaces, from 
which we have Ds-dimensional predictor variables xn

s, where s = 1,…, S and the corresponding target variables ṭn 

∈	1,…, C for n = 1,…, N, with C the number of classes and N the number of observations. Our approach lies in 
embedding the information from the different feature spaces into Hilbert spaces using the kernel trick, and then 
combining these into one composite kernel space: 

 
 

where β is an S x 1 vector of weights and Θ is an Ṣ x Ds matrix containing the kernel parameters θ.s of the base 
kernels. Each of the base kernels Ḳs is constructed based on our prior knowledge about the data source and its 
desired similarity metric. Unknowns are estimated as in [8]. 
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Results 

The classification performance can be measured by the error rate (i.e. the percentage of misclassified samples) 
using cross-validation [9]. Part of the data is used to train the classifier which we then use to predict the strain for 
the "left out" data.  

In Figure 2 below, one can see the improvement in performance of the combined data (all) compared to the 
classification achieved by the individual data sets. It needs to be mentioned that this is a four-class problem 
which explains the big variation in the estimates. Wild types are much easier distinguished from the transgenic 
groups than the transgenic groups amongst each other.  

Conclusions 

In this article we provide a way to combine behavioral data from different tests in a classification framework and 
we present the improved classification performance using this approach. The data sets used in this experiment 
are used only to present the new possibilities. The main advantage of this approach is its flexibility. In essence, 
one can combine any kind of data from the same subjects in the same analysis.  At the same time, we propose a 
novel behavior representation and analysis which renders it possible to compare behaviors that are not 
necessarily synchronized. 
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The aforementioned data resulted from an experiment that was approved by the Ethical Committee of Utrecht 
University. 
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Figure 2. Error rate for the 4 class problem. The estimate of the combined data (all) is much lower than those obtained by 
each individual data set. 
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1. Introduction 

Characterizing interactive behavior of two animals is an important and interesting subject of research in social 
behavior study of animals. In this paper, we propose a score called Markov transition score to characterize 
interactive behavior of two animals, and apply this score to analyze social behavior of mouse.   

Takahashi et al. [1][2] conducted a genetic study of mice to understand a mechanism by which individuals 
develop differences in social behavior. The study was based on (C57BL/6J(B6)-based) inter-subspecific 
consomic strains established from MSM/Ms (MSM) and C57BL/6J. Here, consomic strain is a strain where one 
chromosome of C57BL/6J is replaced with the same chromosome of MSM/Ms. Comparing social interactive 
behaviors of each consomic strain with C57BL/6J and MSM/Ms, we may well speculate the role of each 
chromosome in determining social interacting nature of mouse. In their study, two littermates with the same 
consomic strain, sex, aged 10 weeks were introduced into a novel new open field for 10 minutes and their 
behavior was recorded through a video tracking system (Image SI; O’Hara & Co., Tokyo, Japan; see Figure 1), 
which was based on a public domain image processing and analysis program, NIH Image, from the National 
Institute of Health (USA). The location of two mice is recorded every 1/3 second so that a video tracking data 
consists of 1800 frames.  As shown in Table 1, a total of 530 video data was collected, where approximately 10 
video data are available for each consomic strain and sex.  In Takahashi et al. [1][2], a genetic mapping was 
conducted based on total duration time and frequency of contact of each consomic strain and sex.  

We will analyze the same set of data from a different viewpoint utilizing a two-state Markov model[3].  We 
consider that the pair is in either “indifference” state or “interactive” state, and that the state sequence obeys to a 
Markov process. The model has two parameters, i.e., the transition probabilities from “indifference” to 
“interactive”, and from “interactive” to “indifference.”  Therefore, we can represent each pair or each consomic 
strains as a point on a 2D plane. Looking the behavior of the consomic mice pairs through this model, we will 
demonstrate that a mixture nature of consomic strains are “quantitatively” clearly seen with the scattering plots 
of B6, MSM and consomic strains on the 2D plane.   In the analysis, we need to identify the state of the pair at 
each tracking time point.  This is an intelligent task which ideally is to be done by a human expert. In this study, 
we employed a hidden Markov model to automate this task. This paper is organized as follows.  We introduce 
the method of application of Markov model and hidden Markov model in Section 2.  In Section 3, we 
demonstrate the analyzed result. Section 4 is conclusion. 

Ethical statement : In this study, All procedures were conducted in accordance with the NIG (National 
Institution of Genetics) guidelines and approved by the Institutional Committee for Animal Care and Use. 
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2. Markov Transition Score 

In this section, we explain the two-state Markov model.  The location of the two mice is recorded every 1/3 
second in the duration of 10 minutes and therefore we have a total of 1800 tracking time points for each video 
data. We consider that a mice pair is either in one of the two states, namely, “indifference” and “interactive” at 
each tracking time point.  We mean by the state “interactive” that the two mice are interacting each other like 
sniffing, genital grooming, following, etc., whereas by the state “indifference” that the two mice pay little 
attention to each other. We consider that, when moving from one tracking time point to the next, the transition 
between the two states occurs according to the Markov process described as below. 

 Let p00, p01, p10 and p11 be, respectively, the transition probability from “indifference” to “indifference”, from 
“indifference” to “interactive”, “interactive” to “indifference” and “interactive” to “interactive”. There are just 

two independent parameters in this model.  We choose p01 and p10 as independent parameters. Let (μ0, μ1) be 

the stationary probability of this Markov process. It is easy to see that   

                                                             
0 

p10

p01  p10

,   1 
p01

p01  p10

 

This means that all Markov models with the same stationary probability lie on a ray emanating from the origin in 
(p01, p10) plane. Then, what is the difference between two Markov models with the same stationary probability?  
They are different in the number of switching between the two states. The two models exist on the same ray on 
(p01, p10) plane.  Intuitively, switching occurs more often in the model farther from the origin, though the two 
models have the same stationary probability.  The probability of occurrence of switching per step (a unit tracking 
interval) is given by the following formula: 

                                                                  
0 p01  1p10 

2 p01p10

p01  p10

 

Estimation of Markov transition probability from the tracking data of a pair is done as follows. 
(a) Mark the state of the pair at every time step. 

(b) Count the number of transitions n00: the number of transitions of “indifference” → “indifference”, n01: 

“indifference” → “interactive”, n10 : “interactive” → “indifference” and n01 : “interactive” → “interactive” 

(c) Estimate p00, p01, p10, p11 according to the following formulas: 

                                       p00 
n10

n01  n10

,   p01 
n01

n01  n10

,  p10 
n10

n01  n10

,   p11 
n11

n01  n10  

 

    
 

Figure 1. Sequential snapshots of a mouse pair (left: indifference, right: interactive). 

 

Table 1. 
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Figure 2. Comparison of results by time-series. 

 

Though this procedure appears simple, marking of the two states watching the recorded video of a mice pair is a 
highly intelligent task, and ideally this should be done by a human expert. However, it is difficult to do so if we 
have so many video data to analyze. We developed a system which automates this task utilizing the hidden 
Markov model (HMM)[4][5][6][7]. We omit the details of HMM, but show the time series of human judgement 
and the judgement of HMM for 4 pairs (Figure 2). It is seen that HMM judgment agree fairly well with human 
observation. In c2cm03n, HMM tends to take more interactive states than human observation. We checked the 
video and confirmed that the judgment by HMM is reasonable. A total of 530 mice pair data are available, and 
we calculated p01 and p10 for each pair with HMM. About ten data are available for each consomic strain and sex, 
and we define the Markov transition score (MTS) of a consomic strain and sex as the average of (p01, p10) over 
all pairs of that consomic strain and sex. MTS of each consomic strain and sex is shown in Figure 3. 

3. Results 

From Figure 3, we see that MTS of male consomic strains are either (i) located around B6, or (ii) located along 
in the downward-sloping straight line segment connecting B6 and MSM, except for C6c. From this figure, we 
observe the following: 

1. The genetic mixture nature of consomic strain is indeed reflected “quantitatively” in Markov transition 
probability plane. This is the most interesting and important observation we made through this analysis. 

2. The chromosomes associated with the consomic strains belonging to (i) seem to have little influence on 
interactive behavior, while the second one do have strong effects.  It is interesting that that one 
replacement of chromosome changes so drastically interactive behavior of mice. 

3. The scattering plot also suggests that the Markov probability from “interactive” to “indifference” is 
determined uniquely when Markov probability from “indifference” to “interactive” (from “interactive” 
to “indifference”) was determined.   
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Figure 3. Markov transition score. 

 

4. MTS of C6c is located apart from the straight line connecting B6 and MSM. This position of C6c 
makes a good contrast with other chromosomes in the following meaning.  Basically, we observe 
“higher” Markov transition probability of “indifference” to “interactive” when a consomic strain has 
“lower” Markov transition probability of “interactive” to “indifference”. The strain C6c violates this 
rule: transition probability of “indifference” to “interactive” remains almost the same in spite of that 
transition probability of “interactive” to “indifference” is lowered. This suggests a special function of 
chromosome C6c in exposition of interactive behavior of mouse, and definitely deserves further study. 

4. Conclusion 

In this study we proposed the Markov transition score to capture interactive behavior of two animals and applied 
the score to analyze the role of each chromosome on social behavior of mouse. We think this score can be useful 
in many situations including human interaction behavior.  
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Introduction 

Inferring the shape of the vocal tract from speech acoustics is a complex machine learning problem that has been 
explored by many researchers over the past decades using various methodologies [1-3]. This problem is central 
for several domains of research. It has been argued that something akin to a `motor simulation' is an important 
component of human speech perception, and therefore speech inversion may be an intrinsic component of 
humans' ability to parse speech [4]. Modeling such behavior accurately is an important part of this line of 
research in human perception. It has also been demonstrated that the inclusion of articulatory data improves 
automatic speech recognition, and improvements in speech inversion may translate into improvements in 
automatic speech recognition [5]. This paper presents a novel method for improving speech-inversion with 
Mixture Density Networks (MDNs) [6] by classifying acoustic space into distinct aerodynamically defined 
classes using a Hidden Markov Model (HMM) [7], and training a separate speech inverter for each acoustic 
class. 

Aerodynamic modes and acoustic nonlinearities 

There are two types of nonlinearities which complicate the project of speech inversion. The first is related to the 
concept of a phase transition, where the gross characteristics of a system's output change abruptly as some 
control variable changes continuously. We can easily identify four basic aerodynamic phases in speech: laminar 
flow through the mouth during vowels, liquids and glides (here symbolized as V), laminar airflow through the 
nose (N), turbulent airflow during aspiration, fricatives and affricates (H), and zero airflow as during the 
production of a stop consonant (C). Transition between these phases may be abrupt: for instance, an 
infinitesimally small increase in subglottal air pressure may result in an abrupt change from laminar to turbulent 
airflow exiting the vocal tract. The second type of nonlinearity can be observed within phases, where large 
changes in the shape of the vocal tract may result in negligible spectral changes, or conversely, small changes in 
the shape of the vocal tract may result in significant changes [8]. These characteristics of speech acoustics 
greatly complicate the process of speech inversion. Here a novel approach to this problem is presented by 
training a set of specialist speech inverters which only estimate the vocal tract shape for some specific acoustic 
class.  In this model, inversion consists of two steps. For some acoustic speech data, a classifier identifies which 
portions of the speech signal belong to which acoustic class [C, V, N, H]. Then, the trajectories of speech 
articulators are estimated from acoustics by specialist inverters: e.g. all those portions of the acoustic signal 
classified as C are inverted by a C-inverter, all those portions classified as V are inverted by a V-inverter, etc. By 
classifying acoustic space and training different inverters for the four classes identified here, each specialized 
inverter only has to learn within-phase nonlinearities, while a more general speech inverter must learn both 
within- and across-phase nonlinearities. This approach allows the optimization of the acoustic feature set from 
which articulation is derived for each acoustic class. It is found that for some acoustic classes, acoustic features 
derived with a relatively large window allow for the best reconstruction of articulation, while for other classes, a 
relatively small window size provides the best acoustic features for speech-inversion.  

Data 

All data comes from the TORGO database [9] which consists of speech data from video sessions, as well as 3D 
Electro-magnetic Articulograph (EMA) sessions, from speakers with cerebral palsy or amyotrophic lateral 
sclerosis, and matched controls. Here only data from matched controls is used, giving three female and four male 
speakers. Subjects were recorded reading English text from a screen. Stimuli include non-words, short words, 
restricted sentences and unrestricted sentences. The acoustic data from the video sessions was used for training 
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and testing the acoustic classifier. The acoustic and articulatory data from the EMA sessions was used to train, 
validate and test the speech inverters. Acoustic data was recorded with an array microphone at 22.1 kHz, 
downsampled to 16 kHz, and pre-emphasized. Every 5 ms a vector of acoustic features was extracted using 
Hamming windows with widths ranging from 10 to 200 ms. These features were 12th order Linear Predictive 
Coefficients, 12th order Mel-filter Cepstral Coefficients, root-mean-squared energy, and these features' 1st and 2nd 
time derivatives. Articulatory data was recorded with the Carsten's AG-500 Electro-Magnetic Articulograph 
(EMA) at a sampling rate of 200 Hz. Lateral and vertical displacement of sensors attached to the tongue tip, 
body and dorsum, upper and lower lip, and jaw (TT, TB, TD, UL, LL, JA) were corrected for head movement, 
and filtered with an 11-point Butterworth filter with a cut-off frequency of 6 Hz. All data was normalized within 
subjects, and transformed by a sigmoid function of the form 1/(1+e-x) to lie on the interval [0,1]. 

Model outline 

The speech inversion model consists of an HMM, which classifies acoustic data, and a set of MDNs, each 
optimized to reconstruct the trajectory of a particular articulatory channel from each acoustic class. So, for 
instance, in reconstructing the trajectory of the lower lip during the production of the word cancer [khænsɹ], the 
HMM would ideally assign the hidden state sequence CHVNHV given the sequence of acoustic feature vectors 
extracted from the waveform of the word. Those portions of the acoustic signal classified as C would be inverted 
by an MDN trained and optimized exclusively to reconstruct the articulation of the lower lip during consonants, 
those portions of the acoustic signal classified as V would be inverted by an MDN trained and optimized to 
reconstruct articulation of the lower lip during vowels, and so forth. The construction of this model is detailed in 
the following sections. In outline, the data is divided into 5 sets. Audio data from video sessions is used to train 
the HMM, and is divided into a training set and test set. Audio and EMA data are used to construct the MDNs, 
and are divided into a training set, a validation set used to select the best MDN for each acoustic class, and a test 
set to compare the performance of this model against a baseline model. The baseline model is a set of MDNs 
which have been trained on the same acoustic/EMA dataset but without any acoustic classification: i.e. the 
baseline model is trained to reconstruct the articulation of particular EMA channels for all types of speech 
acoustics, rather than specific acoustic classes. 

Classification 

Audio speech data from the video sessions in the TORGO database was manually annotated by visual inspection 
of the spectrogram into four classes described above: C(onsonant), H (turbulence), N(asal) and V(owel). Four 
subjects (2M, 2F) contributed 100 utterances each.  The remaining 3 subjects were excluded either because they 
did not participate in the video session, or there were significant problems with the audio recording. These 

 

Figure 1. Accuracy of HMM as a function of acoustic 
window size. The best HMM is trained using acoustic 
features derived from a 30 ms window. 

 

Figure 2. Correlation between real and reconstructed EMA 
by channel. For most channels, articulation is better 
reconstructed by specialist inverters operating over 
classified acoustic data  (bold line) than by generic 
inverters operating over unclassified acoustic data (light 
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annotations were used to train a set of 4-state HMMs (each hidden state corresponds to one of the classes) with a 
10-component mixture-of-Gaussians output (the acoustic features). These HMMs were trained using acoustic 
feature sets derived from different window sizes ranging from 10-200 ms. 90% of the data was used for training, 
and the remaining 10% of the data was used to test the accuracy of each HMM, and select the window size 
which produces the classifier with the highest accuracy. Figure 1 shows the error rate for each HMM as a 
function of window size. The best HMM is one where acoustic features are derived from a 30 ms window, with 
an overall error rate of 14.4%. Error rates for each class are [C=19.5% , V=14.4%, N=29.1%, H=10.1%]. 

Inversion 

300 utterances each from all subjects were used for the inversion step. One subject's data was reserved for 
testing, and was not used for training or validation. 70% of the data from each remaining subject was used for 
training, 20% for validation and 10% for testing. The training data was used to construct sets of MDNs with 100 
hidden units and 10 mixture components using acoustic features derived from windows ranging in size from 10 
to 200 ms. For the unclassified data, the validation data was used to select the optimal acoustic window size for 
each EMA channel. For the classified data, validation data was used to select the optimal acoustic window size 
for each EMA channel and each acoustic class. The validation procedure for selecting the best speech inverter 
for the jth acoustic class and kth EMA channel: cMDNj,k , is given here.  The trajectory of the kth EMA channel 
estimated by the MDN trained on acoustic features derived from the ith window size for the jth acoustic class is: 

1. EMAi,j,k  = [MDNi(ACj)]k 

C is an i x j x k matrix storing the correlation coefficient between the true articulation of the kth EMA channel 
underlying the acoustics of the jth acoustic class, and the estimated EMA articulation derived from the MDN 
trained on the jth acoustic class and ith window size 

2. Ci,j,k = corr(EMAj,k , EMAi,j,k) 

The optimal MDN for the jth acoustic class and kth EMA channel is defined as that MDN for which the 
correlation between the true and estimated EMA is highest: 

3. cMDNj,k = argmaxi(Cj,k)  

Construction of the optimal set of MDNs for unclassified acoustics proceeds in exactly the same way, except 
without distinctions of acoustic class. The articulation of the kth EMA channel estimated by the MDN trained on 
acoustic features derived using the ith window size is: 

4. EMAi, k  = [MDNi(AC)]k  

C is an i x k matrix storing the correlation coefficient between the true articulation of the kth EMA channel, and 
the estimated EMA articulation derived from the MDN derived from the ith window size 

5. Ci, k = corr(EMAk , EMAi, k) 

The best MDN for the kth EMA channel is the MDN with the highest correlation between true and estimated 
EMA: 

6. uMDNk = argmaxi(Ck) 

Results 

Figure 2 shows the average correlation coefficient between the real and estimated articulations for each EMA 
channel, for classified and unclassified speech inverters. It can be seen that, for all but the lower lip and jaw 
channels, classified speech inverters perform better than their unclassified counterparts. A two-way ANOVA 
(TYPE x CHANNEL) revealed significant main effects for both TYPE [F(1,4776) =11.34, p<10-16] and 
CHANNEL [F(11,4776) = 20.21, p<10-37], as well as a significant interaction [F(11,4776) = 1.64, p<0.0005]. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 285



 

 

Figure 3 shows the window size used to derive the 
acoustic features which are used for the best MDN (as 
determined by the validation step) for each EMA 
channel and acoustic class. It can be seen that, for the 
unclassified inverter, almost every channel has the 
same optimal window size, suggesting that this is an 
average. However, for the classified inverters, there is 
a very wide range of diversity, indicating that one of 
the means by which classified inversion achieves its 
superior performance is by being able to perform fine-
grained optimization over specific acoustic classes and 
articulatory channels. For example, it can be seen that 
the position of articulators during turbulent airflow 
(class H) is generally best reconstructed using a very 
large window size, while for laminar oral airflow 
(class V) a medium-to-small window size is optimal. 
These results show that classifying acoustic speech 
data prior to inversion, and training specialist inverters 
to derive articulation for each acoustic class improves 
speech inversion. The variation of window sizes used for inverters across acoustic classes indicates that for every 
acoustic class, there are two levels of optimization to exploit: the window size which derives the acoustic 
features which are the input to the MDN, and the training of the MDN itself. This is a promising initial result, 
and further work is needed to explore whether these results can be replicated or improved upon with different 
classifier and inverter architectures.  
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Figure 3. Window size used for each MDN by EMA 
channel and acoustic class. Most MDNs for unclassified 
data have the same window size, while the MDNs for 
classified data (columns C,V,N,H) employ acoustic 
features derived from a variety of window sizes. 
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Conceptual validation is always an issue of measurement in social and clinical sciences. Social scientists and 
clinicians are of the view that sometime single source is not enough to cater a concept [1] either due to potential 
biasness or partial involvement/contact with the target population [2]. Although almost all social science 
disciplines face the issue at some time, mainly research in developmental psychology & psychopathology meets 
the said challenge often [5, 6]. That is because many of the researched constructs/variables in question can be 
measured only by involvement of more than one source [2]. For instance, to measure adolescents’ behavioral 
problems data may be required from home environment as well from school environment. Another variation 
might be that from the same environment (i.e., home) data is required from both parents on the same construct as 
studies shows that father and mother reports differ for a child’s underlying state [11]. This issue is of the concern 
in a situation where subjective involvement is required rather than objective measurement of a physical status or 
medical condition [10]. For instance, exploration on a question of interest “how much stress is faced by an 
individual?” may require involvement of all stake holders in one’s life (i.e., self-report, parent / partner / 
practitioner report, teacher / colleague / boss report). 

A variety of solutions to the multi-informant data have been presented [2,10]. Some suggested the use of optimal 
source [4,13], and ignoring others which actually means there is no need to collect data from other sources. The 
decision that which source is optimal shall be made at the time of designing the project [10]. Another frequently 
used method is to use data from all sources separately [7,9], which most of the time increases confusion rather 
than converging the problem. As concluded in a review article using multi-informant, that there is low to 
medium level of correlations between informants (i.e., Teacher-Parents = .27; Self-Peer = .26 etc.) [2]. 
Correlations only for the same informants appeared above .50 (i.e., Parent-Parent = .59; Teacher-Teacher = .64 
etc.) [2]. Another way to combine multi-informant data is pooling. Various methods of pooling have been 
introduced and algorithms have been developed to commence a solution for multi-informant data [4,10 ,12]. For 
instance the “And” “Or” rules, the “And” rule suggest that information is accepted only if presented in reports of 
all informants whereas “Or” rule suggest that an information is considered if any of the source reported it 
[10,13]. The “And” rule costs sensitivity and the “Or” rule costs specificity. Although depending on the nature of 
the research question any of the method can be a more preferable solution over the other yet this type of pooling 
offer solution only for dichotomous scales/variables. 

Another method of pooling is averaging the scores [3], which can be used for continuous scales but has its’ own 
pros and cons. This type of pooling is seriously affected with outliers; additionally it loses a lot of information. 
Let’s consider an example: on a five point Likert scale an adolescent (A) is rated at 4 by his teacher and rated 2 
by his parent, the resulting average score will be 3, on the other hand an individual (B) who is rated 3 by both 
parent and teacher also results on an average score of 3. None of the informant rated the two cases as same but 
using the average method, the researcher considers both cases as same which is not only loss of information, 
rather it also indicates that to the researcher none of the informant is reliable as the method researcher used is not 
representative of any or both of  the informants. 

Others presented more complex algorithms, for optimal use of multi-informant data [8,10]. Most of the solutions 
presented for composite score and to the extent of my knowledge, so for there is not a single method addressing 
the issue at the scale level. This study is an effort to develop a method for use of multi-informant data at the scale 
level hence retaining all the scale characteristics. The study is aimed to advance the pooling methods by 
overcoming some of its shortcomings. In terms of optimal informant, a method is presented which accounts for 
informant error and in terms of averaging the method is modified to preserve the distinct position of each 
individual. 
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The example being used here include parent rated and teacher rated problem behaviors. Both parent and teacher 
reported on a 5 point Likert type scale. The pooling was conducted on three steps and is reported as such. 

Step 1 

An agreement scale was computed based on the following matrix. The matrix is produced by cross-tabulating the 
two informants. 

Agreement Parents
1 2 3 4 5

Teacher 

1 5 4 3 2 1
2 4 5 4 3 2
3 3 4 5 (B) 4 3
4 2 3 (A) 4 5 4
5 1 2 3 4 5

 

Although the example presents two informants, the SPSS syntax to compute an agreement scale can be extended 
to as many informants as included in the study. This step accomplishes the horizontal stretch of the 
concept/construct. 

Step 2 

At the second step, the researcher needs to decide whether he/she want to use one optimal source or both 
sources. In case of using one optimal source the data can be corrected for potential bias simply by multiplying 
the agreement score with the score of the informant. For instance, in parent report, conflict on item was reported 
by parents as 4, whereas adolescent reported conflict on the same item as 3. Using the cross-tabulation, the 
agreement score for the item emerges as 4. If the researcher now wants to use parent report, the parent reported 
intensity i.e., 4 shall be multiplied with the agreement score hence 4*4=16. To use adolescent perspective, 
adolescent reported intensity shall be multiplied with the agreement score that is 3*4 =12. This type of pooling 
corrects report of an optimal informant for the potential biasness. But in case, the use of multi-informant is based 
on the fact that one informant is not sufficient to cater the concept, then this type of pooling is not useful. In such 
situation, the second step would be to generate an average intensity measure simply by averaging two reports 
i.e., (i1+i2)/2. An average report measure of such a five points Likert scale looks as shown below. 

Intensity Parents
1 2 3 4 5

Teacher 

1 1 1.5 2 2.5 3
2 1.5 2 2.5 3 3.5
3 2 2.5 3 (B) 3.5 4
4 2.5 3 (A) 3.5 4 4.5
5 3 3.5 4 4.5 5

This step accomplishes the vertical stretch of the concept/construct. 

Step 3 

To grab the three dimensional sight of concept/construct, a final step involves combining the two matrices. This 
step can simply be accomplished by multiplying the agreement scale with the average scale, resulting into a 3D-
MMID (a 3 dimensional model for multi informant data). 

Agreement * Intensity 

5 6 6 5 3 
6 10 10 9 7 
6 10 15 (B) 14 12
5 9 (A) 14 20 18
3 7 12 18 25
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Considering the case reported earlier: on a five point Likert scale an adolescent (A) is rated at 4 by his teacher 
and rated 2 by his parent, the resulting average score will be 3, on the other hand an individual (B) who is rated 3 
by both parent and teacher also results on an average score of 3. None of the informant rated the two cases as 
same but using the average method, researcher considers both cases as same. Now look at the situation, the first 
individual gets a score of  (3*3)=9, whereas the second individual gets a score of (5*3)=15, both the individual 
are reported different by both the raters and their score as computed by 3D-MMID also presents them as 
different individuals compare to the average method which reports the two cases similar. Though not the perfect 
solution, the resulting matrix solves most of the issues of the average method yet a conceptual analysis of the 
resulting 3D-MMID matrix raises other issues. Analyzing the first row of the resulting matrix, we can see that 
2nad and 3rd cell of the row presents two cases as similar but they are not similar. That is they are rated similar 
by teacher but rated different by teachers. Another more severe problem emerges by comparing 1st and 5th cells 
of first row. The 1st cell is presenting a subject for whom both teacher and parents agree on the lowest 
probability of presence of a problem behavior. Comparatively, 5th cell present a case where though one source 
(parent) report lowest probability of presence of that problem behavior yet at least one source (teacher) reports 
the highest probability of presence of the same problem behavior. A conceptual analysis of the two situation 
suggest that the child facing the situation in 5th cell is more vulnerable to have the particular problem behavior 
than the child facing the situation presented in 1at cell, yet our 3D-MMID matrix suggest opposite results i.e., 
rating the child in 1st cell at 5 and rating the child in 5th cell at 3. To solve these issues agreement matrix was 
revised by placing a magnitude of 0.6 for lowest agreement and 1.0 for highest agreement. The resulting 
agreement matrix is presented below: 

Agreement Parents
1 2 3 4 5

Teacher 

1 1.0 0.9 0.8 0.7 0.6
2 0.9 1.0 0.9 0.8 0.7
3 0.8 0.9 1.0 (B) 0.9 0.8
4 0.7 0.8 (A) 0.9 1.0 0.9
5 0.6 0.7 0.8 0.9 1.0

Step 3 the multiplication step was revised to generate new interaction matrix which resulted as: 

Agreement * Intensity 

1 1.35 1.6 1.75 1.8

1.35 2 2.25 2.4 2.45

1.6 2.25 3 (B) 3.15 3.2

1.75 2.4 (A) 3.15 4 4.05

1.8 2.45 3.2 4.05 5

 

The final 3D-MMID-R matrix resolved all the issues raised in the previous version of the matrix. As presented in 
matrix 5, not only that subject A and B are rated differently, values in different cells are also more representative 
of the respective position of subjects. 

Example Scales 

Two data sets are presented as example cases. Adolescents with type 1 diabetes and their parents rated Parent-
Child conflicts on a 17 items, 5 point Likert type scale and a 29 items family responsibility questionnaire. 
Descriptives of the scales are presented for 7 types of computed scores. 1. Parents reports, 2. Adolescents report, 
3. Average score, 4. Parents report corrected for adolescents perspective, 5. Adolescent report corrected for 
parents perspective, 6. 3D-MMID scores using the 3rd matrix, and 7. 3D-MMID-R scores using the 5th Matrix. 
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Parent-Child Conflict: 

N Mean S.E S.D Variance Skew S.E Kurt S.E Alpha 

Adolescent report 411 29.30 0.36 7.24 52.43 0.92 0.12 1.49 0.24 0.84 

Parent reported 432 30.44 0.43 8.98 80.57 0.86 0.12 0.46 0.23 0.81 

Average score 408 29.79 0.35 6.99 48.87 0.86 0.12 1.28 0.24 0.84 

Parents corrected for 
adolescent 

408 27.11 0.32 6.42 41.17 1.06 0.12 2.44 0.24 0.82 

Adolescents corrected 
for parents 

408 27.83 0.36 7.28 53.04 0.79 0.12 0.87 0.24 0.93 

3D-MMID Conflict 408 125.75 1.38 27.87 776.64 1.43 0.12 4.36 0.24 0.79 

3D-MMID-R Conflict 408 27.47 0.30 6.09 37.04 1.14 0.12 2.76 0.24 0.82 

 

Family Responsibility: 

N Mean S.E S.D Variance Skew S.E Kurt S.E Alpha 

Adolescent report 386 71.70 0.96 18.77 352.24 0.27 0.12 
-

0.20 
0.25 0.92 

Parent reported 386 93.96 1.01 19.77 391.00 -0.13 0.12 
-

0.19 
0.25 0.93 

Average score 322 83.35 0.33 5.93 35.11 -0.26 0.14 1.05 0.27 0.73 

Parents corrected for 
adolescent 

322 61.09 0.75 13.37 178.75 -0.35 0.14 
-

0.19 
0.27 0.73 

Adolescents corrected 
for parents 

322 46.89 0.72 12.86 165.28 0.33 0.14 
-

0.03 
0.27 0.88 

3D-MMID 
responsibility 

322 206.30 2.48 44.44 1974.91 0.04 0.14 
-

0.39 
0.27 0.68 

3D-MMID-R 
responsibility 

322 53.99 0.33 5.86 34.39 -0.24 0.14 1.02 0.27 0.72 

Conclusion 

The polling method presented as 3D-MMID-R captures individual differences very well and as well presents a 
reliable solution to multi-informant data and shall be preferred on average method. 
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Abstract  

The present study compares what can be shown in the process of wolf pup social system establishment with 
traditional ethological methods; (index of individuals association, index of synchronization of activity, distances 
between sleeping individuals, sociograms, and the variability of contact intensity) and also with the detection of 
hidden patterns, Theme (Noldus Information Technology) was used for this purpose. A simple social group of 
four growing pups which were kept in captivity and were used as a test model, the sample is 2 groups.  

Keywords. Social system development, observational methodology, T-patterns, group behavior, traditional 
ethological methods, comparison of methods 

Introduction  

The first social influence in animal life is the maternal influence, but siblings are important also for developing 
the behavior of each other in ontogenesis. Therefore the purpose of investigating the reciprocal influence of the 
same age younglings is a matter of most importance.   

Social environment is the most predictable factor on the one hand, though it is difficult to detect changes in it 
sometimes, but on the other hand, it is very important for the individuals survival  for all of  its’ life. [3, 5, 12]. 
How can small pups organize their complex social system as elements? How can the observer measure this 
process? It is important to find the methodological way of describing and analyzing the ontogenesis of social 
connections in a group from all perspectives of the dynamics. Classical and traditional methods of measuring of 
the social connections between animals exist [2, 6, 8, 10, 11]. But they cannot illustrate the full picture, just shed 
light on some principal moments or describe different aspects with a unidirectional outlook. If we try to look at 
the social group as a complex functional system, where animals are elements of it we have to understand how 
uninterruptedly the behavior of every animal is organized in the flow of time and how it is connected with the 
behavior of all other animals within the group. Hidden patterns can show this type of organization; and their 
dynamics shows how it evolves over time. When the social structure changes with the animals and their relations 
development then other elements with other connections between them build the hidden patterns that can be 
defined. This methodology was successfully applied for the analysis of human communication in different ways 
[1, 13], we tried to test how it works in social animals living and developing within a group. 

Aims  

The aim is to study how to explain completely the process of the simple social system of four wolf pups 
development during their ontogenesis. The main purpose of the paper is to illustrate the changes in the social 
structure situation during establishment by using six categories of methods (traditional indexes and hidden 
patterns). Other purposes are to test how such an observational instrument can be applied for such measurement; 
to compare methods that we have used. 
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Methods  

Two model groups each of four animals were investigated. We had two males and two females of the same age 
in each group. We received the animals from zoos at the age of twenty-five days old, after the imprinting phase 
of socialization; in one group we united animals from two different litters before the beginning of collecting 
behavioral data. We raised the animals in big enclosures, square of up to one hectare in size, which were just 
parts of a natural forest with a rich habitat. Animals were not handled, but were raised without parents by 
humans; they knew personally all observers and behaved themselves naturally but this kind of behavior they did 
not extrapolate toward all people generally. We collected data in three ways: (1) made 24 hour observations once 
a week, recorded information on a dictaphone every 1 minute for each animal – a method of time steps was used 
for this; (2) collected video data – each animals behavior was filmed during a period of 10 minutes with focal 
observation method; (3) made 6 hour observations describing all behavior and interactions, recorded information 
on to a dictaphone – continuous logging. Different types of data collecting used in different days. We collected 
927 hours of Dictaphone recorded observations and 20 hours of video for group #1; 281 hours of dictaphone 
observations and 18 hours of video for group #2. The wolf pups were under observation for the age period of 
between thirty five days and four and a half months.  

Instrument 

During 24 hour observations we recorded types of activity. There were two activity categories: individual types 
of activity and social types. The first category included: sleeping, resting, moving, manipulation of objects, 
feeding, excreting, comfort activity, activity of orientation and tracking of observer (human). Second category: 
contact with observer, consolidation of pups, agonistic activity, friendness activity, following each other, 
avoidance of each other, play, stress reaction, and reaction to an unknown stimulus. If two senses of behavioral 
actions were observed, we registered the activity type that had a more definitive motivational indication and was 
strongly shown in the morphology of behavior [9]. 

Data analysis 

Traditional methods of social connection estimation 

We used five types of indexes for estimating the level of social connection between animals. Three of them are 
often used for analyzing behavior in dyads; namely: index of activity synchronization; index of individuals’ 
association and distances between individuals during sleeping time. For counting the index of activity 
synchronization for the one type of activity we used formula Isyn-AB-actviv= SumSyn/ (SumA+SumB). Here SumSyn – 
quantity of time steps when individual’s А и В had the same activity type; SumA or SumB – summary of time 
steps with this type of activity during 24 h for A or for B only. If A with B are fully synchronized, then index 
meaning should be 0,5. For counting the index of individuals’ association we used Ia=Nab/(Nab+Na+Nb) 
formula. Here Nab – summary of cases of observation, when A and B were together; Na – counted cases of 
observation, when A was without B; Nb – counted cases of B without A. Maximum meaning of index is 1 – 
animals are together every time, minimum meaning is 0 [11]. For analyzing distances during sleeping time, we 
allocated distances of 6 types: “close contact”; “touching”; “animals are close; but without touching” (less than a 
length of a body between them); "nearby" (from 1 to 5 lengths of a body); “far” (more than 5 lengths of a body); 
“too far” (out of a visibility). We counted all categories of the sleeping distances frequency and the dynamics of 
it. 282 sleeping periods were analyzed in all. 

Two other types of estimation of social bonding changes were sociograms and distribution of partners during 
interactions. We pictured a system of interactions as classical sociograms through analyzing the video-files; the 
social ranking of the animal was recorded from it (α, β) as classical ethological works describes [4, 14]. Index of 
individuals rank counted as Irank=(Sumin-Sumget)/(Sumin+Sumget), where Sumin  – summary of all initiated 
contacts, Sumget – summary of all contacts was received by the animal from all others. Sociograms were made 
for all positive, negative and neutral contacts. When the frequency of distribution of partners during interactions 
was counted, we took all 15 variations of animals’ combinations: not only dyads, but trios and all-together group 
contact.  
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Hidden patterns analysis 

Data of four pups 24 hour activity for four months ontogenesis period were analyzed using Theme v. 5 
(NOLDUS); the retrieving patterns were allocated to data base Theme v. 6 (beta version). The algorithm was 
made for hidden T-pattern detection [7]. In one event, we used information about the author of activity, beginning or 
ending of activity, type of activity, partner for this activity. Example of one event: dunai,b,agon, dn (wolf Dunai begins his 
fight with wolf Nika). All patterns consist from such events, which are connected. We used p-level < 0.005 for pattern 
detection; minimal occurrence for pattern means 5.  

A pattern can be written as a line: (((dunai,b,agon,dn_dunai,e,agon,dn) rada,b,play,ar)(amur,b,play,and 
amur,e,play,and)) or as a tree-scheme (Figure 1). The tree-scheme shows the events occurring within the pattern, 
listed in the order in which they occur in the time. The first event in the pattern appears at the top and the last at 
the bottom. The pattern diagram (the lines connecting the dots) shows the connection between events. This 
example pattern consists of two blocks of events (3&2). If read we have: male Dunai begins fight with female 
Nika (1) and ends it by himself (2); next event that was in the time after these is connected with these two – 
female Rada begins to play with male Amur (3); other two events that were in the time after previous three are 
connected with all described block – male Amur begins to play with other male Dunai and female Nika (4) and 
ends it by himself (5). This all has behavioral sense that the agonistic interaction of two pups can provoke the 
behavior of reconciliation, initiated by others consistently; such pattern was repeated more than 5 times in a 24h 
period.   

So we can analyze in such away all the patterns as they appear in the animal’s ontogenesis with relationships 
between individuals developing. For this, we have to make a table with line-written patterns in the order that 
they appear in ontogenesis, the example is shown in Table 1. It is simpler if you organize patterns with some 
characters. For example through SQL we can have all patterns with agonistic or playing activity only. When we 
analyze patterns from this table by sense in their order, we can have the total picture of the social situation in 
group developing and establishing. In this way patterns with agonistic, friend and playing behavior were 
analyzed. Then all results of all methods were used combined for a resulting picture of relations between animals 
establishment understanding.    

Comparison of the methods which were used 

We compared methods which we used to understand which method that behavior characteristics could describe 
in a better way. We tested the contribution of different methods with discriminant, cluster and factor analysis. 
With cluster and factor analysis, we compared results of the index of synchronization of activity; index of 
animals’ association and quantity of inclusiveness of pairs of animals in the patterns structure. With discriminant 
analysis we compared quantity of inclusiveness of individual in all patterns; in friend, agonistic and playing 
patterns as author of activity; inclusiveness of individual in all patterns as recipient of activity (these all were 
dependent variables), which were discriminated by sex, rank status, individual, litter and age period of 
development (independent variables).  

  

Figure 1. Tree-scheme of one hidden pattern type from 24.08.2008 for investigated wolf pup group #2, pattern was repeated 7 
times on the day it was allocated. Rada, Dunai, Amur – names of wolf pups; b/e – begin or end of activity; agon/ play – 
agonistic/playing type of activity, dn/ar/adn – first letters of interacting wolves’ names: dunai-nika/amur-rada/amur-dunai-
nika. 
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Table 1. Example of table with hidden T-patterns where playing behavior is included. Results for wolf pup group #2. nika, 
amur, dunai, rada – pups names; b/e –beginning or ending of activity; rest, play, move, manip – types of resting, playing, 
moving or manipulation with objects activity; and, dr, all – combinations of first letters of interacting pups names – amur-
dunai, dunai-rada; all (all 4 pups together). 

Pups' age 
(days) 

Pattern 

37 (nika,e,rest,and ((amur,b,move,a_rada,e,rest,r) (dunai,b,play,dr_dunai,e,play,dr))) 
50 (((nika,e,comf,n  rada,b,agon,nr) amur,b,play,an) (amur,e,play,an  dunai,e,manip,d)) 
50 ((amur,b,orient,a nika,b,play,nr) (nika,e,play,nr(amur,e,manip,a_rada,e,move,r))) 
58 ((amur,b,manip,a rada,e,manip,r) ((dunai,b,play,ad (dunai,e,play,ad nika,b,play,dn)) 

(dunai,e,play,dn nika,e,play,dn))) 
58 ((rada,e,manip,r (nika,e,manip,n rada,e,play,ar)) (amur,b,mark,a_amur,b,rest,a)) 
68 (nika,e,manip,n (((nika,b,manip,n rada,b,play,dr) (dunai,b,play,dr rada,e,play,dr))(rada,b,comf,r 

rada,e,comf,r))) 
76 (((nika,b,play,nr nika,e,play,nr)(amur,b,manip,a rada,b,manip,r)) (amur,e,manip,a 

((dunai,b,manip,d dunai,e,manip,d) (amur,b,orient,a nika,e,orient,n))))   
76 ((rada,b,play,dr rada,e,play,dr) (((amur,b,move,a amur,e,move,a) amur,b,manip,a) 

(amur,e,manip,a (dunai,b,manip,d nika,b,manip,n)))) 
86 ((amur,b,play,ad dunai,b,play,adr) ((dunai,e,play,adr (dunai,b,play,all rada,b,play,all)) 

(nika,b,play,all (amur,e,play,all  dunai,e,play,all)))) 
86 (nika,b,play,all ((amur,b,play,all rada,e,play,all)(amur,e,play,all (dunai,b,play,adr 

dunai,e,play,adr)))) 
95 (((dunai,b,move,d nika,b,orient,n)(nika,e,orient,n  rada,e,orient,r)) (nika,e,move,n (rada,b,play,r 

rada,e,play,r)))  
95 ((dunai,b,play,dr dunai,e,play,dr) ((amur,b,manip,a nika,b,manip,n) (dunai,b,move,d 

nika,e,manip,n))) 
101 (rada,b,play,all ((amur,b,play,all amur,e,play,all) (rada,e,play,all (dunai,e,play,all  

rada,b,manip,r))))  
110 ((rada,b,play,nr (nika,b,play,nr nika,e,play,nr)) ((amur,b,play,all amur,e,play,all) 

dunai,b,play,and)) 
110 (((dunai,b,agon,dn dunai,e,agon,dn) rada,b,play,ar) (amur,b,play,and amur,e,play,and)) 
124 ((dunai,b,move,d (dunai,e,move,d rada,e,move,r)) (nika,b,play,nr nika,e,play,nr))  
135 (nika,b,play,all (amur,b,play,all amur,e,play,all)) 

Results 

(1) Traditional methods can show the most important moments of social situation in group changes in the time 
scale during development. For an example period, when animals became a group, this event takes place in 
nonlinear way in the wolf pups aged 68-110 days. The Index of synchronization of activity can show that 
dependence between two animals exist, but cannot show the character of this dependence. Index of association 
of the individuals can show intensity in attachment in pairs of individuals, but it is oriented much toward the 
pups from one litter. Distances between sleeping individuals shows periods when animals were especially close 
and these dynamics have a difference of a period of 5-7 days delay with the dynamics of indexes described 
above. Using Sociograms we can imagine how the social system looks from the hierarchical point of view. (2) 
Hidden pattern analysis can show all nuances of process of social structure establishment. In the beginning when 
group is not structured and pups do not have an opinion about each other there is less agonistic activity in 
patterns and pups play as pairs (as patterns show); then ranking position of the α-male is allocated; after that it is 
the beginning of the social position of β-male appearance and ranking position of α-female allocation; after that 
all group units as a whole; than social position of β-male establishes and after social positions of β-female 
allocation – primary social group system becomes stabilized. (3) When comparing methods it is the indexes, 
which describe better variability of connections in pairs than patterns. Methods are not interchangeable, they 
describe situation differently, and they do not repeat the results of each other (factor and cluster analysis has 
shown this). With discriminant analysis we tested only pattern characteristics. Inclusiveness of the individual to 
all patterns as an author of activity and as a connected recipient better describes the individual’s characteristics: 
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rank status, sex, litter. Intensity of inclusiveness of the individual in patterns with playing, agonistic and 
friendless activity better describes the periodization of development. 

Conclusion 

When we describe ontogenesis or the structure of group establishment we have to use different methods. But the 
full picture  can  be shown  if combine all results of the different methods together, because different aspects are 
specified with them. Using T-pattern analysis we have opportunity to describe such processes like the social 
position of a female allocating this with a mathematical significance. This method seems to be very promising. 
Though it describes a social connection between animals in dyads poorly when compared to the use of classical 
indexes,  it has worked out for the use of complex analysis, so it can show a picture of a real situation and the 
processes in reality. This type of analysis is independent and separate (as cluster analysis has shown), we cannot 
use it instead of classical ethological indexes, and we cannot reliably replace these old analyses with the more 
modern T-pattern analysis. We have different types of information resulting from them, but we can combine 
them. We can use the same patterns for analysis in different aspects to understand features of the wolf pups 
development or the features of individuals’ behavior, or picturing their social system. 
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Abstract 

Motivational Interviewing (MI) is an interviewing style that has been used extensively in the field of addiction as 
a treatment intervention for clients that are either resistant to or ambivalent about change [11]. Since its origins 
in the field of addiction treatment, the use of MI has also been extended to health psychology, clinical 
psychology [6] and to a minor extent also coaching psychology [13]. This study explores the feasibility and 
efficacy of motivational interviewing in the field of ecological psychology. Specifically, we compared the effects 
of an MI with those of a Non-MI control interview on client change and sustain talk language about pro-
environmental behavior. Interviewers in the intervention condition were trained in MI to talk with participants 
about their ecological behavior and to increase pro-environmental behavior. Seventy-one interviews were 
videotaped, and data was analyzed using a combination of two behavioral coding schemes: the German version 
of the motivational interviewing treatment integrity [5] and the motivational skill code for client language [10]. 
Results on client change talk show that clients in the MI condition uttered significantly more reasons for change 
and ability to change. It is suggested that MI may offer a method to increase pro-environmental behavior by 
means of increasing client change language.  

Introduction 

The negative impact humans have on the ecological environment constitutes a major problem to our society [6]. 
Specifically, human behavior has effects on global warming, air and water pollution, depletion of environmental 
and energy shortages.  A challenging task for researchers and policy makers is to develop methods that can 
reduce the negative human impact on the environment.  As most of the respective effects are rooted in human 
behavior, psychology can contribute to the solution of this problem by developing methods that increase pro-
environmental behavior [15]. Pro-environmental behavior consists of all behavioral efforts made not to harm the 
environment or even to protect and safe environmental resources [15]. MI offers an innovative and promising 
approach for communicating the severity of environmental problems, increasing actions to conserve 
environmental resources and also reducing environmentally harmful behavior. MI originates in the treatment of 
difficult patients in drug therapy, especially the treatment of alcohol problems [11]. Its major aim is to increase a 
client’s intrinsic motivation for change. Over the last two decades the method has increasingly been used in a 
variety of behavioral domains, for example for reducing risk behaviors, for the treatment of psychological 
problems [6] and also as a method to increase healthy behavior [cf., 8]. In the most recent meta-analysis on MI, 
the authors claim that they “have likely not yet found the limits of the types of problems (...) to which MI can be 
profitably applied" [8, p. 154] . A key skill of MI is to listen for and prompt change talk. Change talk (CT) is any 
client language that is directed towards changing a target behavior (in this case: pro-environmental behavior). 
This can include reasons, desires, needs, abilities or commitments by the client to demonstrate the specific target 
behavior. In contrast, sustain talk (ST) constitutes any client language against changing. This would include 
benefits of the current behavior or resistance to change. Previous research using MI in a drug population has 
demonstrated that CT and ST can predict outcomes of a target behavior, such as abstinent rates [1]. This line of 
reasoning suggests that MI can also be implemented as a method to increase CT about pro-environmental 
behavior. This is what the present study seeks to investigate. Specifically, we are interested in whether 
participants who talk about their ecological behavior with an interviewer trained in MI show higher levels of CT 
than participants who talk about their ecological behavior with an untrained interviewer.  
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Methods 

Sample. Seventy-one participants (interviewees) received feedback on their environmental behavior. 
Interviewees were allocated to one of two different groups of interviewers: i) an interviewer that conducted 
feedback about ecological behavior in an MI style or ii) a control interviewer. All dyadic interactions were 
videotaped and analyzed by means of the German version of the motivational interviewing treatment integrity 
[MITI-d, 5] and the motivational skill code for client language [MISC 2.1, 10]. 

Intervention condition. MI has two aims: the first is to increase clients’ intrinsic motivation for change; the 
second aim is to set goals for the new target behavior in collaboration with the client and develop measures for 
how to achieve them. The interviewing style is based on four principles: 1) expressing empathy, 2) rolling with 
resistance, 3) developing discrepancies, and 4) supporting self-efficacy. Within the MI style, specific techniques 
are used, such as asking evocative questions (e.g., “What is a good reason for you to act pro-environmentally?”) 
that aim to prompt client CT. Also, reflecting client utterances is considered a key method of active listening 
skills.  

Reflection 

Client: “I don’t want to pay 100 € for my electric bill!”  

Interviewer: ”You see better way spending 100 €, and saving energy is an easy method for you to achieve 
that.” 

 

Training for interviewers in the intervention condition. Interviewers in the intervention group received 
training in MI. The interviewers were thirteen bachelor students of Psychology, one master student in Human 
Resource Development and one PhD Psychology student. The author of the present study, who is certified in MI, 
conducted the training of interviewers. Training took place from November 2011 until January 2012 and lasted 
for a total of about 21 hours. It contained exercises aimed at improving MI performance using an active, 
empathic listening style that minimizes confrontation. Additionally, interviewers took part in bi-weekly peer 
coaching sessions to increase their communication skills. Supervision was included at the end of training by 
means of tape recordings of these peer coachings. Control interviewers did not receive MI training. They were 
given the task to convince their conversational partner to increase their pro-environmental behavior. 

Procedure. To exclude the recruitment of clients who are already motivated to talk about their environmental 
behavior, clients were kept blind about the topic of the interview until the interview started. Beforehand, they 
received a questionnaire about their ecological behavior. They were told that it was a questionnaire to determine 
their ecological footprint. Interviewers were given enough time to assess their respective client’s ecological 
behavior prior the interview by means of this questionnaire. Interviewers in both groups were given a short 
written agenda that listed the topics which needed to be covered during the conversation. These topics were: 1) 
Setting the agenda, 2) Asking current environmental behavior, 3) Giving feedback about environmental behavior 
to clients, 4) Asking for measures for increasing pro-environmental behavior, 5) Planning measures and giving 
advice. 

Instruments. Two instruments were combined to code the dyadic interaction: for analyzing the interviewer 
behavior, the German Motivational Interviewing Treatment integrity, MITI-d, was used [5]. This instrument is a 
reduced version of the MISC and has specifically been designed to code interviewer behavior only. It includes 
seven different codes that are intended to capture behavioral micro-skills in MI (see left side of Figure 1). In 
order to have a mutually exclusive and exhaustive coding scheme, an eighth category “Other behavior” was 
added. This allowed coding every utterance of the conversation. Client behavior was analyzed by means of a 
German version of the Motivational Interviewing Skill Code, MISC 2.1, for client language [10]. The MISC 
includes 16 different codes that can be differentiated by their valence: client utterances with a positive 
inclination towards change are termed “change talk”, whereas utterances that have a negative inclination toward 
change are termed “sustain talk”. Coding was performed using INTERACT software [9], see Figure 2. 
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Interviewer (MITI-d) 

 

 Client (MISC) 

 

MI Adherent (M) 

a. Asking permission before giving advice or 
information 

b. Affirming the client  

c. Emphasizing the client’s control,  

d. Supporting the client 

Open question (o) 

Simple reflexion (e) 

Complex reflexion (k) 

 Change Talk (+) / 

Sustain Talk (-) 

 Reasons (G/g)

“I should”; “I must”; arguments for and against change 

  Desire (W/w)

  “I want to…”; “I’d like to…”; “I love to…” 

  Ability (F/f)

  “I can”; “I am able to…” 

MI Non-adherent (m) 

a. Giving advise without permission 

b. Confronting 

c. Directing the client by giving orders, 
commands or imperatives. 

   Need (N/n)

  “I need”; “I must” 

Other (A/a)

Client movement towards or away from change that is not 
captured by the other categories 

Neutral 

Giving Information (I) 

a. Providing feedback from assessment 
instruments  

b. Personal feedback about the client that is not 
already available 

c. Explaining ideas or concepts relevant to the 
intervention 

d. Educating about a topic 

Closed Question (c) 

 Taking steps (S/s)

Concrete and specific steps towards or away from the 

target behavior 

Commitment Language (V/v)

Agreements; intention to change; obligations 

                                 Follow Neutral (O)

No inclination towards or away from change 

 
Figure 1. Coding Schemes: the left side shows MITI-d codes for interviewer behavior; the right side shows MISC codes for 
client codes. Keyboard codes for each code are given in brackets. 

To date, a subset of 28 dyads has been rated by two raters who had received 30 hours of training in the MITI-d 
and MISC. Within this subset, 17 subjects belonged to the intervention group (MI-interview), and 11 subjects 
belonged to the control group. To assess inter-rater agreement, a convenience sample of three dyads was double-
coded by both raters. Interact-time-event sequential data files were converted into Sequential Data interchange 
standard (SDIS) using ActSds [3]. Interrater agreement (Time-unit kappa and event alignment kappa) was 
determined using GSEQ [3].  Time-unit kappa was K=.77-.78 (80-82% agreement) and event alignment Kappa 
was K =.66 (71 % agreement). 
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Figure 2. Coding of interviewer (left person) and client (right person) by means of Mangold Interact Software.  

Preliminary Results 

Interviewer language. In order to adjust for time differences in the interview length between both groups, we 
calculated rates for separate codes (i.e., frequency of a code per 60 minutes). Interviewers that received training 
in MI asked significantly more open questions and significantly fewer closed questions in comparison to 
interviewers in the control group. The MI group interviewers also showed significantly higher levels in active 
listening skills (rate of reflections) and less MI non-adherent behavior in comparison to the control group. We 
compared behavioral summary scores of the MI interviewer sample with indicators of good MI [12]. Using these 
benchmarks, the MI group can be classified within the beginning proficiency level (see Table 1).  

Client language. Independent t-tests on client variables revealed that clients in the MI condition uttered 
significantly more reasons to change (t(26) = 3.03, p<0.005) and showed significantly more language indicating 
ability to change (t(16) = 2.60, p<0.019).  Overall, clients in the MI group had more utterances of CT than of ST 
(t(26) = 2.02, p= 0.054) – although this was only nearly significant.  

Table 1: MI quality benchmarks for competency and beginning proficiency: Means and standard deviations (in brackets) for 

the MI and the control group. 

Behavioral measure Expert 
level 

Beginning 
proficiency 

Mean values  

for MI group 

Mean values  

for control 

group 
Percentage of open questions 70 % 50% 52% (17.8) 23 % (9.6) 

Percentage of complex reflexions  50% 40% 65% (14.8) 69% (19.8) 

Reflections to questions ratio 2:1 1:1 1.2: 1 0.46:1 

Rate of reflections in 10 min. >15 >10 10.6 (2.2) 4.7  (2.2) 

Percentage of MI-adherent 
statements 100% 90% 95% (9.2) 68% (24.7) 

Percentage of  talk time < 50% < 60% 42% (0.5) 46% (0.4) 
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Discussion 

Our results show that interviewers in the MI group demonstrated proficiency in MI as measured by the MITI-d, 
whereas interviewers in the control group perform below the MI quality performance threshold. More 
interestingly, clients in the MI condition had more reasons to change and showed higher ability to change – as 
captured by their natural language. These effects are in line with principles of MI that opt to increase clients’ 
reasons to change and support their self-efficacy [11].  

Preliminary Conclusions 

Our study reveals that MI can be easily adapted to an ecological psychology framework. Further, the MI style 
effected client language in terms of increasing their reasons and ability to change. A previous study of MI in a 
drug population sample showed that reasons and ability to change can have a significant effect on outcome 
variables, such as abstinent rates [1]. Further analyses are needed to demonstrate whether this link can also be 
supported for environmental behavior. When the final coding is completed, sequential analysis [2] will be carried 
out to investigate sequential hypotheses from MI theory, and recurrence analysis will be used to detect specific 
interaction patterns [14]. 
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Abstract 

Challenging behaviours (self-injuries, physical or verbal aggression, and material destruction) are particularly 
prevalent in adults with intellectual disabilities and are one of the main challenges for researchers. Several 
studies show that such people are 3-to-5 times more at risk of behaviour problems than the general population. 
The development of functional analysis to assess behaviour has provided clinicians with effective methodology 
for the empirical assessment of the functions of a particular behaviour. Therefore, in order to undertake effective 
intervention, we should carry out a prior functional assessment of behaviour. The aim of this is to gather and 
synthesize information in order to define the behaviour, determine its motivation, and describe the environment 
associated with high and low rates of this behaviour. This paper presents a new system of assessment and the 
behavioural analysis of a person with a severe intellectual disability and challenging behaviour. This system uses 
a triangular design analysing the participant, environment and interaction. Assessment was carried out using 
recordings and The Observer XT 10.0. This software has several advantages over previous behavioural methods. 
The statistical analysis module allowed us to filter data, select information and visualize the context in which 
challenging behaviours occur, in order to discover functions, antecedents and consequences of those behaviours, 
as well as frequency, duration and intensity. 

Introduction 

There is a consensus that behaviour problem interventions are more effective when based on the results of a 
functional evaluation identifying the variables underlying the individual’s challenging behaviour [7]. Therefore, 
in order to undertake effective intervention, we should carry out a prior functional assessment of the behaviour. 
The aim of this is to gather and synthesize information to define the behaviour, determine what underlies it, and 
describe the environmental context associated with high and low rates of this behaviour [6]. Then we can 
implement an intervention that changes the environment to increase appropriate behaviour and reduce 
challenging behaviour, teaches new skills, and guarantees the safety of all those involved [3, 4]. Epidemiological 
studies of self-injury and other challenging behaviours [1] have shown that the function of those behaviours can 
be identified in most cases. However, a study by Thompson et al. [8] which evaluated aggressive behaviour in a 
child with severe intellectual disabilities showed that the conclusions obtained by a functional analysis were 
inconclusive in those cases in which the self-injury, aggressive or destructive behaviour was supported by 
automatic reinforcement. This suggests that when challenging behaviour is supported by social responses, 
treatment usually involves breaking the reinforcement, extinction and positive reinforcement of adapted 
behaviours. However, when the reinforcement responsible for maintaining the challenging behaviour is 
automatic, it is more difficult to design an intervention because the specific reinforcer that is responsible for 
maintaining the behaviour is unknown or impossible to manipulate. 

In this study we present a system of objective evaluation and the consequent behavioural analysis of a person 
with a severe intellectual disability. This system uses a triangular design which analyses the participant, 
environment and interaction [5]. Assessment was carried out using recordings and The Observer XT version 
10.0. The aim of this process was to design an individual programme to reduce or eliminate the individual’s 
challenging behaviour, replacing it with pro-social behaviour.  
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Methodology 

Participant. A 40-year-old male who has been diagnosed with profound intellectual disability, autism and 
extremely challenging behaviour participated in this study. His behaviour, defined as violent and sometimes 
dangerous, includes: (1) self-injury, defined as behaviour in which he injures himself; (2) physical aggression: 
behaviour causing physical pain to others; (3) repetitive or stereotyped behaviours: unusual or bizarre 
behaviours; (4) socially-offensive behaviours: behaviours that offend others; (5) disruptive behaviours: those 
that interfere with the work of others. These behaviours have been present since childhood. The user has twice 
undergone a neurosurgical intervention (bilateral cryohypotalamotomy) to reduce problem behaviour and has 
been prescribed psychotropic drugs permanently. Following neurosurgical intervention, aberrant behaviours 
decreased slightly, although they continue to be present in his repertoire. We used various methods of behaviour 
modification to reduce or eliminate aberrant behaviour, including negative reinforcement, extinction, negative 
punishment, positive punishment, and time-out. However, even though his behaviour changed, challenging 
behaviours still remained in his repertoire, harming both himself and those around him. 

Materials and procedure. First we gathered information about the participant through the review of his medical 
records, collecting data concerning his diagnosis, etiology, behavioural problems, medication, physical health 
and mental health, intervention undertaken so far and his personal history. We conducted an interview with his 
care staff and family, in order to understand why these challenging behaviours appear, whether there has been 
any variation in these behaviours, and what is currently being done to correct them. We also administered 
different evaluation tests Diagnostic Assessment  for the Severely Handicapped, Autism Diagnostic Interview-R 
and Inventory for Client and Agency Planning). Finally, we performed behaviour observation by recording him 
in his natural environment in different contexts at the Day-Stay Unit. The family was informed and agreed to this 
study. 

The participant‘s operative challenging behaviours were defined as follows: (1) self-injury: banging his head, 
belly, chest, leg, hand or arm, (2) physical aggression: kicking, head banging, hitting or punching, (3) repetitive 
or stereotyped behaviours: wandering or swinging, (4) socially-offensive behaviours: urinating in the work room, 
being naked in public, (5) disruptive behaviours: escaping from the room during working hours or throwing or 
destroying the material. Repetitive or stereotyped behaviours were defined by duration, in order to know the time 
involved in such behaviour. Self-injurious, physical aggression, socially-offensive and disruptive behaviours 
were defined as discrete behaviours and the frequency and intensity with which they occurred were recorded. We 
also defined antecedents (stimuli that explain the presence of challenging behaviours) and consequences (social 
response of the environment when challenging behaviours happen) individually, after the information provided 
by care staff and family. So, antecedents were classified as: (1) Not paying attention, defined as those situations 
in which no attention had been paid to the subject before the onset of challenging behaviour, (2) Interruption, 
defined as those situations in which someone interacted with the subject and prevented him from doing 
something he liked, (3) Transitions, understood as those times when a change was made from one activity to 
another, (4) A difficult task, defined as those circumstances in which the subject was asked to do an activity, (5) 
Receiving an order, conceptualized as the time when the subject was asked to collaborate and (6) Attempted 
communication, understood as those situations where the subject attempted to deliver a message to the staff 
member. Consequences were classified as: (1) Obtain self-stimulation: situations where the subject was involved 
in episodes of challenging behaviour without getting any social result, (2) Get attention: situations in which the 
subject was involved in challenging behaviours and immediately received attention from the direct care staff, (3) 
Get an object or an activity: situations where the subject was involved in episodes of challenging behaviours and 
immediately received an object or performed a desired activity, (4) Avoid orders: situations in which, following 
an order by the direct care staff, the subject was involved in challenging behaviours and avoided obeying the 
order, (5) Avoid activity: situations where, after a request for an activity to be done, the subject was involved 
challenging behaviours and managed to avoid doing it (6) Avoid people: situations in which the subject was 
involved in challenging behaviours in response to social interaction with someone. 

We selected a continuous observation method because of the low frequency of some behavioural problems. 
Recordings each lasted two hours and covered the entire period in which the user was working at the Day-Stay 
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Unit. Data collection was carried out for 15 non-consecutive days, over a total period of a month and a half, for a 
total of 30 hours. Recordings were made in different contexts (classroom, dining and on entertainment trips). 
Finally, these materials were recorded manually and later analysed with The Observer XT 10.0, a tool for 
observing and analysing all types of behaviour. 

Results and Discussion 

Data obtained by The Observer XT provided extensive information about the frequency or duration of 
behaviours, and this allowed us to design a person-centred intervention, aimed at reducing or eliminating 
challenging behaviours and increasing the occurrence of appropriate behaviour. Figure 1 shows challenging 
behaviour frequency. The most predominant behaviour in the behavioural repertoire was self-injury (N=391). 
The most prevalent behaviours were: hitting his leg ( =13.67), head banging ( = 6.80) and hitting his hand ( 
=3.00). In terms of physical aggression (N=83), the most frequent was hitting others ( =4.07) (Table 1). 

73%

15%

12% 0%

Challenging behaviour repertoire

Self-injury Behaviour

Physical Aggression

Disruptive Behaviour

Socially-Offensive Behaviour

Figure 1. Frequency of challenging behaviours observed in 15 days. 

 

 N Min. Max. Mean SD Rate/min 

Self-injury behaviours 391      

Hitting his leg 205 0 53 13.67 18.02 0.17 
Banging his head 102 0 22 6.80 9.03 0.09 
Hitting his hand 45 0 19 3.00 6.00 0.05 
Hitting his arm 20 0 15 1.33 3.89 0.02 
Hitting his belly 9 0 4 0.60 1.18 0.008 
Hitting his face 6 0 3 0.40 1.06 0.005 
Hitting his chest 4 0 3 0.27 0.80 0.003 

Physical Aggression behaviours 83      

Hitting 61 0 20 4.07 5.81 0.05 
Kicking 13 0 4 0.87 1.51 0.01 
Head banging 5 0 3 0.33 0.90 0.004 
Punching 4 0 1 0.07 0.26 0.002 

Socially-Offensive behaviours 2      

Being naked in public 1 0 1 0.07 0.26 0 
Urinating in classroom 1 0 1 0.07 0.26 0 

Disruptive behaviours 62      
Escaping the work room 35 0 9 2.33 2.72 0.03 

Throwing material 27 0 6 1.80 2.43 0.02 
 
Table 1. Results obtained after analysis of the challenging behaviours observed. 

The Observer XT allowed us to make a more precise behavioural analysis by considering the frequency of 
antecedents and consequences, thus identifying functionality for the observed behaviours. Most problem 
behaviours occur when the subject is not receiving any attention (F=50), he is interrupted (F=19), after receiving 
an instruction (F=7), he is doing a difficult activity (F = 6), he becomes frustrated because of his inability to 
communicate (F=1), or he changes activity (F=1) (Table 2). Therefore, challenging behaviours functions were: 
achieve self-stimulation (F=33), seek attention (F=18), obtain a desired object, undertake a desired activity 
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(F=9), avoid other people (F=9), avoid carrying out instructions (F=8), or avoid carrying out tasks (F=6). Figure 
2 represents the frequency and duration of all challenging behaviours observed in the subject after The Observer 
XT. Each colour represents a different behaviour (e.g. "banging his head" is shown in blue), the frequency of 
each behaviour is represented by a vertical line, while the duration is represented by a bar whose length is 
determined by the time of the behaviour. 

Table 2. Relationship between antecedents and consequences of the challenging behaviours observed. 

 

This software allowed us to describe challenging behaviours accurately, quantify human behaviour, and generate 
results through a rigorous statistical analysis letting us select each variable analysed. In summary, The Observer 
XT offers the possibility of visualizing the context in which challenging behaviours occur many times, in order 
to discover functionality of those behaviours, the antecedents and consequences that determine them, as well as 
their frequency, duration and intensity. At the same time, the statistical analysis module allows us filter data and 
select relevant information in order to discover the factors that may be involved in maintaining the participant’s 
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Antecedents  

Not paying 
attention 

9 6 13 3 2 2 2 2 2 1 7 1 50 

Interruption 1 1 5 - - - - 7 1 2 1 1 19 

Transition - - - - - - - - - - 1 - 1 

Difficult task 1 2 - - - 1 - 2 - - - - 6 

Receive an 
instruction 

1 1 1 - - 2 - - - - 1 1 7 

Communication 
attempt 

- - - - - - - 1 - - - - 1 

Consequences  

Get self-
stimulation 

7 6 12 3 2 2 - 1 - - - - 33 

Get 
object/activity 

1 1 3 - - - - 2 - - 2 - 9 

Gain attention 1 - 1 - - 1 1 2 2 1 8 1 18 
Avoid 
instruction 

1 - 2 - - 2 - 2 - - - 1 8 

Avoid activity 1 2 - - - 1 - 1 1 - - 1 6 

Avoid people 1 1 1 - - - - 3 1 2 - - 9 

Figure 2. Frequency and duration of challenging behaviours observed in the subject in a day of observation. 
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challenging behaviours. This is very different from the other behaviour recording systems (e.g. O'Neill’s details 
of systematic observation, Aberrant Behaviour Checklist Scale) used to perform a functional or topographical 
assessment. They do not offer the possibility of repeating the episode in which challenging behaviour occurred in 
order to perform a precise analysis of the antecedents and consequences explaining occurrence of the behaviour. 
This may cause confusion in the observer when defining the function of that behaviour. This may also affect the 
reliability and validity of the study, misrepresenting elements involved in such behaviour. In practice, the 
antecedent and consequent periods involved in narrative ABC records are rarely defined in a sufficiently precise 
way that either conditional or unconditional probabilities can be determined with any degree of confidence [2]. 
As a result, the information provided by narrative ABC charts can only have a very general value in determining 
basic response dimensions (e.g. the rate of occurrence of challenging behaviours) and the relationship between 
challenging behaviour and general setting variables (e.g. time, location). Thus, while the narrative descriptions of 
antecedent and consequent events may generate some tentative hypotheses for further investigation, they are far 
from providing a "convincing demonstration" of underlying behavioural processes. Although the software used 
clearly has advantages over previous methods of behavioural observation, we would like make some comments 
about our experience. The Observer XT had some limitations in terms of cost and time on data collection. 
Secondly, there are limitations in the supported video formats, which do not include HD-quality video. This 
makes the data entry process very slow, with more time being spent on converting video than on data entry. 
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Abstract  

The investigation of crowd dynamics is a complex field of study, which involves different types of knowledge 
and skills. From the socio-psychological perspective the definition of crowd is still controversial. For this reason, 
we propose to analytically investigate this topic focusing on pedestrian dynamics in high-density situation. In 
this paper we propose a multi-disciplinary approach, which is based on observations and experimental 
procedures focused on proxemic behaviour of walking groups, and Multi-Agent Systems, which are useful 
technique to simulate what-if scenarios. The methodological approach that we propose can be synthetically 
represented as composed of research in vivo (observations), in vitro (experimental procedures) and in silicon 
(modeling and simulations).  

Keywords. Crowd, Groups, Pedestrian Dynamics, Proxemics. 

Introduction 

The investigation of crowd dynamics is a complex field of study, which involves different types of knowledge 
and skills. Early interest in studying crowd behavior started from the pioneering study of Gustave Le Bon [1], 
who defined a crowd as a potential threat to society: as members of a crowd people display a loss of sense of 
self-awareness and an increase of violent behaviors. Far from this approach, the ESIM-Elaborated Social Identity 
Model [2] proposes a social-normative conception of collective behavior, based on the spontaneous transition 
from an individual to a common social identity [3]. From the socio-psychological perspective, the definition of 
crowd is still controversial, because of the lack of standard guidance for the empirical investigation of the 
phenomenon, and its variability among size and typology. For this reason, we propose to analytically investigate 
this topic focusing on pedestrian dynamics in high-density situations. The study of people movement dynamics, 
in relation with the levels of density and the physical characteristics of the environment, represents an innovative 
discipline that involves different knowledge areas and provides applicative results (e.g. a more efficient 
management of pedestrian circulation in public spaces). The multi-disciplinary approach that we propose is 
based on the integration between: 

 Socio-Psychological perspectives about: groups1, the basic elements which the crowd is composed of, 
and proxemics [4], chosen as an analytical indicator of spatial behavior dynamics within the crowd; 

 Multi-Agent System simulation technique [5]. 

In analogy with territorial behavior in animals [6], proxemics [4] is defined as a type of nonverbal 
communication that conveys information about the nature of participants’ relationship, by means of the dynamic 
regulation of interpersonal distances2. In situations of high density, the invasion of personal space [7] is strictly 
linked with crowding [8], a negative subjective state typically associated with: psycho-physiological responses 
of arousal and stress, cognitive performance decrements, and aggressive response.  

                                                            
1 A group can be defined as two or more people who interact for a shared goal, perceiving a membership based on a shared social identity 
[3].  

2 The regulation of spatial distances (intimate, personal, social, and public distances) is influenced by age, gender, culture, and personality 
[7]. 
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In Computer Science, a Multi-Agent System is defined as a system in which multiple entities, called agents, 
interact in a shared environment, aimed to achieve some individual or collective goals [9]. The Multy-Agent 
System are useful approach in modeling and simulation of pedestrian and crowd dynamics [5], by means of the 
representation of crowd as a system of heterogeneous agents. 

We propose a methodological approach that includes studies already performed (1, 4), and on-going works (2, 
3):  

1. Observations of proxemic behavior of walking groups, focusing on: spatial arrangement (degree of 
alignment and cohesion), walking speed, level of density, group size and gender;  

2. Experimental investigation on size and shape of pedestrian personal space 

3. Experimental investigation on the capability of group proxemic behavior to reduce the effects of 
crowding 

4. Design what-if scenarios about pedestrian proxemic behavior by means of a simulation tool. 

Group Pedestrian Behavior 

Group proxemic behavior reveals the psychological relationship among the group members [10]; in motion 
situation, it generates typical patterns, which allow communication and spatial cohesion among members during 
the movement [11], in relation to the level of density3. At low density, group members tend to walk side by side, 
forming a line perpendicular to the walking direction (line-abreast pattern); as the density increases, the linear 
walking formation turn into a V-like pattern, with the middle individual positioned slightly behind in comparison 
to the lateral individuals; in situation of high density, the spatial distribution of group members leads to a river-
like pattern and lane formation, characterized by the presence of a leader that coordinates the group members to 
cross the space [12]. To further investigate proxemic behavior of walking groups in real social context, we 
performed the observation of the incoming pedestrian flow to the admission test of the Faculty of Psychology at 
the University of Milan-Bicocca in September 1, 2011 (about two thousand students attended the test). The 
observation was aimed at gathering empirical data, by means of a people counting activity supported by video 
footages of the event4. The survey was focused on: percentage of groups within pedestrian flow5; relationship 
between walking speed and group size, group spatial arrangement, gender of members; level of density and level 
of service; lane formation and queues. Data analysis shows that more than the 65% of the incoming flow was 
composed of groups (77% couples, 19% triples, 4% larger groups). Moreover, a one-way analysis of variance 
(ANOVA) showed that the size of groups affects walking speed in situation of medium density (p <0,05). More 
in detail, the differences in walking speed between singles and couples, singles and triples, couple and triples, 
were confirmed by a T-test analysis (p <0,01). No significant differences in walking speed were detected in 
reference to spatial arrangement and gender composition (p >0,05). 

Pedestrian Personal Space 

Personal space is traditionally defined as a circular area surrounding individuals, whose size varies depending on 
subject head orientation and visual mechanisms [13]. Pedestrian personal space is assumed to be different from 
the one in static situation, because of the need to reserve additional margins in the front zone to avoid collision 
with obstacles, and visual mechanism of eye convergence [14]. For these reasons, the front zone is assumed to be 
larger than the one in static situation, and the lateral zones are assumed to be smaller than the ones in static 
situation. We propose to use the “stop-distance” procedure [13], designed between subjects (60 subjects): 2 

                                                            
3 Proxemic behavior of walking group is related to group size, and the features of the members among gender and age [12].                                                                 

4 The use of people tracking tools although is a useful contribution in detecting spatial movements of pedestrian within the crowd, it is not 
enough calibrated to recognize proxemic indicators among group members. 

5 The identification of groups in the streaming of passers-by was assessed considering verbal and non-verbal communication indicators. 
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groups composed of 30 subjects for each modality of the independent variable “state of movement of the 
subject” (subject stationary or subject walking straight ahead); the dependent variable “size” of pedestrian 
personal space will be deduced from the “stop-distance” requested by the subject in the moment of the perceived 
discomfort related to spatial invasion. The procedure will be conducted in a laboratory setting, and it will employ 
digital video-recording equipment for data analysis. 

Group Proxemic Behavior and Crowding 

Group proxemic behavior reveals the psychological relationship among members and, in static situations, it can 
mitigate the effects of crowding, by producing spatial boundaries that shield group members from unwanted 
physical interactions [8]. Starting from these assumptions, typical spatial patterns of walking groups are assumed 
to be an adaptive stress-reducing behavior to crowding by maintaining group cohesion, increasing inter-group 
distances and rising intra-group capability to communicate. In relation to the modalities of the independent 
variables “belonging to a group” and “state of movement of the subject” (2x2), the experimental procedure will 
be designed between subjects (120 subjects), with 4 groups composed of 30 subjects for each modalities. 
Following the standard procedure for crowding measurement [8], the subjects will be taken into a room for 30 
minutes, as a short-term exposure to high-density situation (4 persons for m2); crowding will be deduced as 
dependent variable, and it will be measured by means of the level of the salivary cortisol, which is an accurate 
indicator of endocrine activity and crowding [8, 15]. 

Proxemic Behavior: Modeling and Simulation 

In order to support the design of what-if scenarios related to pedestrian dynamics, we use a software simulation 
platform, based on Multi Agent System technique, developed by CSAI [16]. The tool represents the environment 
of the scenario, imported as CAD file, as discretized into squared cells of 40x40 cm (the typical space occupied 
by a pedestrian in high density situations), in which the groups of pedestrians are driven by behavioral and 
perception rules. The agents are able to perceive and avoid spatial elements that represent obstacles and other 
agents, and to move toward their targets. The agents are also able to recognize those that belong to their group, 
and to behave according to proxemic behavioral parameters about: group cohesion (stay closed its group 
members reaching their targets), invasion of personal space (preserve a certain distance from other pedestrians, 
which belong to a different group). These rules are based on several behavioral rules about proxemics, which 
have to be calibrated starting from existing and known empirical data, and by means of the empirical results 
achieved by observation and experimental procedures (e.g. the typical patterns of walking group, the size of 
pedestrian personal space and the spatial cohesion among group members to avoid crowding).  

Discussion 

The innovative approach that we propose consists of a first phase of modeling and calibration by using empirical 
data, and a second phase of performing simulations. The results collected by means of the observation already 
performed, and data, which will be achieved by means of the on-going experimental procedures, will be used to 
improve the simulation model. In particular, a more detailed definition of the perceptive capabilities and 
behavioral specifications of each agent will be performed, in relation to their interpretation of the other elements 
in the system (e.g., agents, objects, obstacles). Although there are some objections about the simplified level of 
correspondence between simulations and real phenomena, we propose to use simulations as a method to study 
complex system from a different layer of abstraction, and as a virtual experimental laboratory to study those 
scenarios which are difficult to be empirically investigated (such as evacuation processes of a crowd in case of 
emergency). Simulations produce a series of statistical data, that can be analyzed and interpreted, and that can 
lead to further empirical investigations. The methodological approach that we have proposed can be synthetically 
represented as a “virtuous cycle” composed of three main parts: research in vivo (observations), in vitro 
(experimental procedures) and in silicon (modeling and simulations). The results achieved by means of empirical 
investigations and simulations of what-if scenarios can be useful to support the design of applicative strategies 
related to a more efficient management of pedestrian circulation dynamics. 
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Microneurosurgery is performed using miniature movements of microinstruments. The conduct of any procedure 
consists of complex series of actions with microinstruments hold in the right and left hand. The operative field is 
illuminated and magnified by a neurosurgical operation microscope. The microscope can be linearly focused 
onto the operative plane where the tips of the micro-instruments are functioning. The microneurosurgery 
processes require concentration and any distraction prolongs the procedure and may lead to iatrogenic errors. In 
Europe usually in order to become a board certified neurosurgeon, trainee should conduct at least 800-1000 
surgeries during the five years training (www.eans.org).   

It is essential to understand behavioral processes involved in the microneurosurgery such as situation awareness. 
The situation awareness is a perception of the available information, events, resources, and environment within a 
given time and space. Humans have limited abilities to obtain and maintain situation awareness, as they need to 
carefully orchestrate the available resources. A failure to maintain situation awareness may lead to serious errors 
in human behavior [2].  For example, in the miconeurosurgery when micronsurosurgeon manually repositioning 
microscopes to obtain a new view on the brain or when modifying the parameters and settings of the device, the 
surgeon needs to remove hands from the site and this might reduce situation awareness of the 
microneurosurgeons. 

The amount of existing evidence shows that the users’ behavior, including situation awareness, could be 
modeled where the accurate measure of user’s behavior exist. Measuring the situation awareness of 
microneurosurgeons in operating room is a key challenge for deeper understanding of microneurosurgeons’ 
behavior and it is one of the main motivations for this research project.  

There are different techniques to gain access into the users’ behavior patterns. For example, recording think 
aloud or eye movement protocols. Both think aloud and eye tracking methods have been indicated as 
measurement techniques that often are used to show operator situation awareness during a defined task [4]. Since 
past decade the eye tracking methodology has become attractive both in everyday activities and controlled 
laboratory studies. Analysis of the relations between eye movements and users’ behavior has indeed proved 
fruitfully in different domains, such as reading comprehension, visual search, selective attention, and studies of 
visual working memory. As accuracy of the eye trackers increased, recording eye movements has become a 
popular method in the medical research. For example, radiology image perception, eye-controlled microscope 
for surgical applications, and finding differences between medical specialties.  

We first aim to measure microneurosurgeons’ situation awareness using an eye tracker outside of the operating 
room and second we plan to integrate a binocular eye tracker within a neurosurgical microscope to record the 
eye movements of microneurosurgeons in the operating room. The measuring microneurosurgeons’ behavior 
help us to study surgeons’ interrupting factors, purposefulness movements, hazardous tendencies, decision 
making errors.  The result of the captured and analyzed knowledge, will allow to more explicitly describing the 
processes involved in critical situations: 

1. To find the various strategies which surgeons applying during surgery. 

2. To find the primary factors in accidents attributed to the surgeon error.  

3. To find the differences between surgeons (experts) and resident (novices).  

4. To be used in training surgeons- to continuously show gaze orientation of experts in educational videos-
. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
312 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



5. To be used in intelligent proactive monitoring of on-going operations. 

In an eye-tracking study of skill differences between surgeons and residents shows a marked difference in the 
way expert and novice microneurosurgeons attend to snap shots of a surgery video. In the Eivazi and Bednarik 
study [3] the finding related to the mean fixation duration was confirm the fact that the microneurosurgeons have 
to be able to focus for prolonged times at cretin points due to the limited size area of the surgery. While little has 
been done in the field of microneurosurgery in regard to measuring behavior, Eivazi and Bednarik [3] study 
motivated us to build a system that is able to record microsurgeons’ eye movements in the operating room. The 
goal is to define the characteristics of the microneurosurgeons’ behavior, and search for the underlying eye 
movement features. We believe that understanding microneurosurgeons’ strategies in the operating room will 
help to develop an advance method to support surgeons and residents during the surgery. 
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Analyzing the patterns of behavior in an organizational context is of paramount importance to the knowledge of 
effective corporate governance. This study aims to reveal new insights in the social-behavioral repertoire of 
members during (and around) staff meetings. In this research we will not only test the currently most known 
leadership model (the so called transformational model), we will also capture the interactive (video-taped and -
analyzed) dynamics between leaders and their co-workers (i.e., followers) in and around regular staff and staff 
meetings (i.e., influence patterns). This proposed effectiveness study of the behavioral patterns during staff 
meetings builds on earlier field studies of actual behavior  of leaders in staff meetings [1] (see appendix 1 for 
initial results on the leaders’ behavioral repertoire). Here we extend the survey- and video-field research 
approach to capture the behavioral patterns of staff meetings. On these premises, a number of specific 
hypotheses will be developed, based on various theory, coming from leadership, social influence (i.e., Human 
Interaction Dynamics: HID), entrepreneurship/intrapreneurship, small-group and team research. These 
hypotheses will be examined with the following sources of information combined: (a) reliable behavioral coding 
of video-taped leader and followers in and around staff meetings; (b) reliable expert ratings of both individual 
leaders and of their team’s effectiveness; (c) team member surveys for the assessment of more generic 
interpersonal relationships, and (d) self-reports on cognitive characteristics. 

Research topic  

Acknowledging that human actors form the ‘spine’ of all organizations, various subareas of Management 
research show a growing interest in the behavioral complexity of human work carried out in small and large 
ventures or organizations. A rich literature on leading group, departmental or teamwork is meeting to some 
extent that need. A behavioral research focus on the complexity of effective team processes during (and around) 
staff meetings would fill a large gap; the specific behavioral repertoire of both the leaders and followers and its 
underlying motivational, cognitive and social-interaction aspects may add to extant knowledge, especially when 
also drawing upon the Leadership field of scholarly action [2-5]. The extant research on effective team behavior 
has thus far largely ignored the dynamic interplay among team members and its subsequent effects on team or 
leader effectiveness and meeting success. Also the effects of these influence or interaction forces are still 
unknown, e.g., how does effective interaction stimulate intrapreneural behavior (i.e., in terms of creation of new-
business venturing; innovativeness; self-renewal; proactiveness, see Antoncic & Hisrich, 2001) or other relevant 
functional behaviors (e.g., decision making or information exchange).  

While a lot of scientific attention is devoted to teamwork in general (for reviews see e.g., [6]), our knowledge as 
regards to how teams effectively interact and respond in routine, time constraint events (i.e., regular staff 
meetings) is still unaddressed. Previous work suggests that patterns of interaction among team members are 
found to be consequential and highly generalizable antecedents of team effectiveness [7]. In this sense, Greer 
and Van Kleef [8] noted that team interaction styles are related to functional or dysfunctional outputs. In 
recognition hereof and partially driven by the increasing time devotement in meetings, we aim to answer the 
following general question: What functional behaviors affect/are related to different meeting goals? This study 
aims to reveal the multi-faceted nature of the various interaction events during regular staff meetings and 
subsequent outcomes. The study integrates research in: team behavior during team meetings (i.e., assembling 
objective and direct measures of actual leader and follower behavior in the field [9]); social-interaction processes 
(using Bales’ and Borgatta’s [10,11] interaction theory as building block); and team cognitive diversity as 
predictors of team effectiveness (i.e., individual characteristics, values, self-efficacy [12-19]).  
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Approach  

A video-methodological approach, already fruitfully applied to leader-behavior during randomly selected, real-
life or non-experimental staff meetings, is likely to bring more objective insights on effective dynamics and 
interaction patterns in regular staff meetings, especially if paired with the more customarily used methods in this 
area (such as the interview; survey; and expert ratings). The research design is built up accordingly to the 
underlying assumptions of triangulation. Video-coding behavior (and interaction through for example sequential 
analysis) will result in reliable systematically-video coded data (as defined and conceptualized by Bakeman & 
Gottman [20]), representing fine-grained behavior and interaction patterns. 

Observing behavior. Shondrick and Lord [21] argued that understanding leadership behavior through 
perceptions of followers may result in categorizations of leaders which match available role models. Instead, 
many leadership authors, including for instance Hunter et al. [22] and Hindmarsh and Heath [23] have advocated 
the use of direct measurements of actual field behavior, other than through surveys.  

The importance of investigating specific observed behaviors as a basis for exploring leader effectiveness is 
written about in the work of Uleman [24] and Yukl et al. [25]. Yukl [26] argues that specific behaviors would 
provide a solid base for theory generation of leader effectiveness. He noted a void in existing studies of leader 
behavior; analyzing specific behaviors contributes to a better understanding of leader effectiveness. When 
emphasis is directed toward more specific behavior, solid ground for the behavioral and interaction theories 
would be established [27].  

Behavioral coding scheme. In order to clearly specify leadership behavior during daily work practices, a coding 
scheme was developed and pilot tested [27,9]. A solid base for this scheme was found in the work of Bales [10] 
and Borgatta [11]. Both Bales and Borgatta observed interaction processes between leaders and their followers in 
small group settings. Bales’ Interaction Process Analysis (IPA) coding scheme and Borgatta’s Interaction Process 
Scores (IPS) analysis distinguished between positive-social emotional behavior, neutral-task oriented behavior 
and remaining socio-emotional behavior. Their work and that of others led to a set of mutually exclusive 
behaviors to provide a scheme for the coding of a full range of a leader’s behavioral repertoire. Another study, 
using an experimental approach towards measuring leader behavior, was Feyerherm’s extension [28] of the work 
of Bales [10] and Borgatta [11] with several task- and social-oriented directly observable behaviors, which was 
taken into consideration as well. These three frameworks have in common that they (a) assessed directly 
observable behavior and (b) used their behavioral schemes to code leader behavior in a group context. In 
addition to the results of this experimentally oriented research within small groups, we also incorporated 
behaviors that had been assessed or covered by questionnaire-based measurement tools. The bulk of the 
leadership literature, though, especially for examining transformational versus transactional style, uses namely 
survey measures as the sole determinant of effective ‘behavior.’ A critical note to this approach is that it fails to 
capture actual, observable leadership behavior but mainly presents follower perceptions of a leaders style [29]. 
But we could not neglect the emergent behavioral pattern that so many leadership scholars referred to and 
studied (e.g., [30, 31, 25]). As another key reference point for comparison purposes we also included as much as 
possible into our own scheme the behavioral taxonomy of Yukl et al. [25]. The resulting integrative leader 
behavior coding scheme, used in this study, is listed in Table 1.  

Data analysis  

Regular staff meetings in a group-setting will be audio- and video-recorded, using special equipment for the 
behavioral measure of leader and follower behavior in a field setting. This set-up allows for a measure of 
interaction processes between leader and followers and vice versa (i.e., or between members of the meeting), as 
coded interdependently by several trained coders. A thoroughly developed and pilot-tested 15-page codebook is 
used. This codebook, consisting of 11 mutually exclusive behaviors, is based on the extensive experience and 
work of prominent behavioral scholars (such as [10,11,28,25]). They laid the foundation of our more-or-less 
objective measure of the interaction processes within a team context (see also [32]). The current behaviorally 
anchored coding scheme was extensively developed and pilot tested (e.g., [27,9]). Video-analyses will be 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 315



conducted in the Leadership Lab at the University of Twente, utilizing a software program specifically 
developed for analyzing video-based behavioral data: The Observer XT [33]. Next to this, Theme (Noldus 
Information Technology, Wageningen, The Netherlands) will be used for unraveling the detailed time structure 
of behavior, using T-Analysis for the analysis of social interactions.  

Besides video-filming the meetings, expert-raters will be selected on the basis of either being in a supervisory 
position vis-à-vis the leader or working in close proximity to the focal leaders. These subjective performance 
assessments will be complemented with more objective evaluation forms obtained from the organization, where 
possible. Next to the expert-raters both the leaders and followers are asked to provide several measures related to 
behavioral variables and group effectiveness indicators (i.e., values, MLQ, LMX, TMX, SI, interaction; leader, 
team and meeting effectiveness).  
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Abstract 

This paper looks at the use of a novel software application created with the inclusive participation of the target 
population, young people with autistic spectrum disorders (ASD). Somantics has been used in a variety of 
settings, therapeutic and educational, as a method of eliciting non-formal, user-led interaction. This is in contrast 
with many information technology interventions that target specific behaviours via structured tasks. Moreover, 
they are often conducted in controlled environments. By investigating behavior ‘in the wild’ we offer a genuine 
alternative to traditional paradigms in understanding ASD. This paper highlights the eclectic methodologies (e.g. 
micro-ethnography, charettes, performance analysis) and tools that we have used to capture ASD behavior. It 
emphasizes the benefits of adopting a genuine multidisciplinary approach of individuals and processes (e.g. 
product designers, psychologists, sports scientists, touch therapists) when investigating real-world phenomena.  

Keywords. Autism, information technology, mixed methods, ethnography, video observation, performance 
analysis, charrette. 

Introduction 

Around 130,000 children in the UK [1] are diagnosed with ASD. Factoring in the considerable impact that this 
has on families, it is estimated around 2 million people in the UK could be affected directly or indirectly by this 
condition. Although diagnosis is often difficult, clinicians look for impairments in social interaction and 
communication, along with problems in emotional regulation. Furthermore, narrow interests and restricted 
repetitive behaviours are present [2]. ASD is commonly accompanied with anxiety that impacts on 
communication for approximately 40-45% of young people [3]. The role, nature and treatment of anxiety in 
ASD has been studied over the last ten years, with some notable clinical [4] and research [5] examples. Children 
with ASD often find ‘comfort’ interacting with computers; as this provides them with an outlet for their 
restrictive behaviours and attention to detail without the need for social interaction in the real-world [6]. There 
exists a multitude of information technologies for training individuals with ASD in specific skills such as 
emotion recognition [7] and understanding the mental states of others [8]. Most of these packages encourage 
active, user-driven, learning and run on any home computer. However, the success of these interventions has 
been mixed, with some studies reporting that improvements within the computer environment often fail to 
generalize to real-world environments [9]. Thus, there is a paucity of evidence looking at the effects of 
technologies that encourage children with autism to engage in creative play through movement and touch [10]. 

Somantics 

The idea was to create a suite of applications for the iPad that use tactile exploration and playfulness to enhance 
the communicative potential of the most impaired and misunderstood young people on the autism spectrum. 
Furthermore the potential for gestural communication was boosted by taking the interface beyond the iPad tablet 
into the environment using the gesture recognition functionality of the Kinect 3D camera. Somantics promotes 
the evolution of gestured-based communication through 3 distinct modes of interaction: 
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Mode (1) playful interaction. Research indicates that one of the main barriers to communication for people with 
ASD is anxiety. We created applications that use repetitious and rhythmic, tactile interaction using the iPad 
touch sensitive screen, to afford relaxation. People on the spectrum are known to avoid social communication 
when they are confused by the nuances of face-to-face conversation, when they do not understand the purpose of 
communication and when sensory information in the environment is overwhelming [11].  

Mode (2) gesture based interaction. Using the internal two-way iPad camera to capture facial and gestural 
expressions (see Figure 1.) we produced applications that enable young people to manipulate their captured 
images in order to create, highly individual ‘artworks’, effectively augmenting their images with their own 
graphical gestures. Research shows that people with autism have a poor sense of identity and low self esteem. 
Our applications will enable young people to explore identity, to determine aspects of self that are meaningful, 
and to share these with others.  

Mode (3) real-time gestural interaction. What really makes Somantics novel in terms of gestural communication 
is the facility project these artworks into the environment, and use the Kinect 3D camera (see Figure 2.) to make 
the projections a multi-touch surface. The high visibility and repetitious mirroring of action into the projected 
space can reinforce feelings of self-control - an essential pre-requisite for communication. Furthermore, the 
opportunity to see that control reflected within the environment means that the child's available attention for 
communication is widened, shaped and shared through interaction with others. 

Emergent evaluation methods and tools 

The methods continue to emerge and use a mixed methods approach [12] yielding both quantitative and 
qualitative data. The main evaluation tool is video observation of behaviours. Our studies are thus situated 
broadly within a visual sensory ethnographical framework [13]. Data generated from more formal discrete 
planned sessions is assimilated into a more continuous ethnographic narrative, sustained through a combination 
of field notes, interviews, video and photographs.  We have used more formal video analysis software from the 
psychological and performance analysis worlds, which facilitate systematic quantitative analyses using 
duration/time and event/activity based coding. They also allow qualitative analysis of video footage by allowing 
the coding of ‘key moments’, generating video clips that can be supplanted with textual annotation Indeed, our 
approach is consistent with our contemporaries in educational settings.  For example Snell [14] has highlighted 
the benefits of combining systematic quantitative analysis with micro-ethnographic analysis of video data.  

We thus see these software packages as key evaluation tools and an integral part of the methodological evidence 
base. Moreover, we envisage their use in both group and case based analyses of Somantics. For example, they 
can serve as a powerful longitudinal database of a child’s behaviour over multiple sessions with Somantics. This 
archive allows systematic tracking of behaviours, with early sessions serving as quasi-baseline data to see the 
efficacy of targeted interventions. Quantitative analyses of behaviours have been triangulated with input (e.g. 

Figure 1. A child interacting with the iPad. Figure 2. Group interaction using Kinect 3D camera.
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interviews) from key stakeholders such as teachers, carers and parents. Thus we have strove to avoid the 
reductionism possible, by over-reliance on objective coding and statistical analysis of video data. 

Ethnographical Techniques  

Our approach to methodology, whilst theoretically informed has also been eclectic and pragmatic. We have 
borrowed tools and techniques from ethnography, without necessarily conducting a full-blown ethnography. For 
example, many of us have spent regular (often weekly) one hour sessions in Special Needs Schools using 
Somantics with low functioning autistics (LFA) whom we have become well acquainted with. Of equal 
importance is the trust we have gained from teachers and supporting carers ‘in the field’ and how we have 
integrated them as much as possible in the research process (e.g. interviews, commenting on video footage) to 
achieve full triangulation [15]. In terms of a general ethnographical observation approach we have probably 
straddled the continuum between observer-as-participant and participant-as-observer [16]. Thus in some 
situations members of the team have been known and recognized, but related more to the participants 
(particularly the LFA children) primarily as a researcher. Whereas in other situations, the researchers have seen 
themselves more fully integrated with the life of the group and are acknowledged not just as researchers but as 
‘friends’. 

Readers may wonder given the impoverished linguistic skills of many of the autistic children whether 
ethnographical techniques allow them to have a ‘voice’ and indeed whether this research format is appropriate. 
We don’t see this as a problem, believing that the nuanced bodily communication facilitated by Somantics serves 
in part as their voice and it is our challenge to capture and interpret this. Moreover, from its earliest inception in 
anthropology, ethnography has been concerned with non-literate populations. It also has a large knowledge base 
that has dealt with gesture and movement, e.g.  Kinesics [17]. 

Charrettes and Performance Analysis  

A charrette is a method of structuring thoughts from experts and users following intense periods of working 
collaboratively, often over multiple sessions [18]. They allow the quick generation of a design solution, but 
crucially allow the input of all stakeholders to be incorporated. At the invitation from an internationally 
renowned movement therapy centre, The Touch Trust, we trialled Somantics Apps in the context of a range of 
therapeutic activities. This has offered the chance to assess the feasibility of planned measurement tools and 
provide rapid feedback for both the design and evaluation processes. We collaborated with experts from sport 
performance analysis, who have worked with British rugby and netball teams, but have also used their skills in 
applications such as health and safety. They designed a discrete multi camera set-up, with real-time capture of 
behaviours using non-participant observation. We piloted the use of coding schemes informed by the SCERTS 
framework [19] and the feasibility of capturing behaviours in both real-time (e.g. discussing main performance 
patterns; coding specific behaviours using a predesigned template) and post video capture coding. We also 
experimented with participant observation via wireless capture and real-time coding of behaviours using iPads 
and wearable cameras. We saw genuine benefits of performance analysis expertise complimenting the 
psychological and design based expertise of the team.   

Table 1 shows quantitative data from a charette from one child. They attended two sessions of approximately 
one hour length. We can quantify the amount of time that can be considered as positive and negative emotional 
regulation. We can also quantify unwanted behaviours (e.g. touching shirt, violating personal space of others) 
and we can look at aspects of transactional support through behaviours that require carer intervention. You can 
see from the below table that there was a reduction in the amount of negative emotional regulation from session 
1 to session 2, that unwanted behaviours were also reduced (e.g. invading the personal space of a partner) and 
this is further corroborated with less need for carer intervention. 
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Table 1. Behaviours recorded from two charette sessions  

   Session 1 Session 2 

Number  Time % Number  Time  % 

Total time 54.27    60.48 

Positive 10 21.45 40 3 48.02 80 

Negative 10 32.42 60 3 12.46 20 

Touch shirt 10       9      
Personal Space 18       11      
Carer intervention 7       5      

 

However, it was the qualitative data captured by the use of performance analysis that was arguably of most 
value, particularly in the early stages of trialling Somantics. For example, emergent behaviours that we hadn't 
expected to capture and the impact of practitioner reflection and review, were one of the most relevant and 
empowering factors of the performance analysis system. Indeed the lead author (coming primarily from a 
quantitative background) quickly realised that the statistics were only meaningful when viewed in the context of 
parent/practitioner/stakeholder participation. Thus the review process, facilitated by the performance analysis 
system, provided the most compelling testimonies we needed. Furthermore, it became a shared vocabulary that 
complimented other data. 

Conclusions and further research 

We have found the adoption of mixed methodologies ‘in the wild’ to be challenging in terms of measurement, 
but it has delivered a richer understanding of behavior. The research team has approached the design and 
evaluation of Somantics from an interdisciplinary perspective and this ethos has been more formally adopted at 
our newly created Centre for Applied Research in Arts and Design (CARIAD). In the coming months we will be 
adding to the functionality of Somantics, by including more sound and music based tools, given their known 
therapeutic benefits [20]. We will also be extending the research to domains such as stroke rehabilitation and 
dementia. 

Note: in the above research full ethical approval was granted and informed consent was obtained from parents, 
teachers and carers. All children gave their assent. Permission to use still and moving images has been granted. 
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Abstract 

The aim of this extended abstract is to introduce a grid created with the software The Observer XT10.5 (Noldus 
Information Technology) to observe and analyze the state of Flow (Csikzsentmihalyi [6]) in 4 and 8 year old 
children when they interact with a musical machine for children music improvisation: the MIROR Impro. The 
MIROR Impro is one of the three components of the MIROR platform, which is an innovative adaptive system 
for music learning and teaching based on the “reflexive interaction” paradigm [1,3,4,10]. The theory of Flow has 
been used to explain the ability of the IRMS (Interactive Reflexive Music Systems) to imitate the music style of 
the user and their ability to enhance and maintain the attention of the user [11]. The results would support the 
hypothesis that the IRMS and the reflexive interaction may generate an experience of well-being and creativity. 
The Flow grid worked in an effective way and it was possible to indicate some aspects of the MIROR Impro to 
be improved. The research is carried out in the framework of the EU-ICT Project MIROR (Musical Interaction 
Relying On Reflexion). 

Theoretical Background: the MIROR Impro and the theory of Flow 

The MIROR Impro is an IRMS (Interactive Reflexive Music Systems), and it is characterized by the idea of 
letting the users manipulate virtual copies of themselves through designed machine-learning software. “The 
basic concept in the paradigm of reflexive interaction is to establish a dialogue between the user and the 
machine, in which the user tries to 'teach' the machine his/her musical language” p.19 [3]. According to Pachet 
[11,10] the reflexivity in interactive systems is characterized by: similarity or mirroring effect, agnosticism, 
scaffolding of complexity and seamlessness. The basic hypothesis of the MIROR project is that the “reflexive 
interaction” enhances musical learning and creative processes in children. This hypothesis is based on several 
interactional, perceptual and neurophysiology mechanisms generated in children during the interaction with an 
IRMS: as well as imitation, self-imitation, imitation recognition, turn-taking, repetition/variation processes and 
the experience of Flow is considered as one of the creative experience enhanced by the reflexive interaction [1]. 
Leman et Al. [9] indicate the theory of Flow as one of areas of expertise, along with the concept of “presence”, 
which should be explored to study the human/machine interaction. The MIROR Impro, tested in the protocol n.1 
inside the MIROR project, is an evolution of a previous IRMS: the Continuator. The studies on the 
Continuator/preschool children interaction underlined as the Continuator, and so the IRMS, could be defined as 
Flow machine [4]8].  According to Csikzsentmihalyi [6], the state of Flow is a condition of well-being, an 
optimal experience reached when a balance between the skills of the subject and the challenges is present. The 
Flow is characterized by the presence of  high levels of a series of variables: focused attention, clear-cut 
feedback, clear goals, pleasure, control of situation, awareness merged, no worry of failure, self-consciousness 
disappeared, the change of the perception of time, pleasure. From the 80s some studies and researches applied 
the theory of Flow to different field as daily life, economy and sport, and in recent years to the music education, 
performance and composition [4,5,7,12]. 

Method 

Participants: 48 children involved in the protocol, 24 children observed = 12 (4 year old), 12 (8 year old). 

Setting: a room used as atelier in a kindergarten; the library of the primary school. The keyboard and the two 
loudspeakers were on a table. The child played the keyboard resting in front of it. The laptop was on a little table 
near the other one. The camera was resting on a tripod in front of the child and was visible by the child. 
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Equipment: MIROR-Impro prototype v. 2.5; a music synthesizer KORG X50; a notebook TOSHIBA - Techra 
(Windows 7, 64 bits); two amplifiers M-AUDIO AV30; a video camera SONY (recording in HD). 

MIROR Impro: three different set-up of the MIROR Impro prototype were used: set up A “same”, based on the 
imitation of the input phrase; set up B “very different”, the answer of the system presents minor similarities with 
the user's input; set up “nothing”, the system was inactivated and there was no answer to the user. 

Procedure: every child realized three sessions in three consecutive days. In each session, the operator asked the 
child to play four different games (tasks), as follows: Task 1 = the child played alone with the keyboard; Task 2 
= the child played alone with the keyboard and the MIROR Impro Prototype; Task 3 = the child played the 
keyboard with a friend;  Task 4 = the child played the keyboard and MIROR Impro Prototype with a friend.  The 
children were invited to tell when he/she was tired and want to stop the activity and/or to change the task. The 
tasks were given in random order. 

Independent variables: the use of MIROR-Impro (with/without the system); the set-up (“same”, and “very 
different”); the age of children (4 and 8 year old); the gender of children; the exposition to the system (3 
sessions);  presence/absence of the friend. 

Experimental hypothesis: the basic hypothesis is that the reflexive interaction and the mechanism of 
repetition/variation implemented by the IRMS could enhance creativity and learning processes. Consequently the 
experimental hypothesis is that the Flow emotional state increases when children playing with the MIROR-
Impro and with set-up “same”. 

Data collected: video recordings, photos, MIROR Impro recordings, drawings made by the children, children 
profile filled by the teachers, questionnaires filled by the parents (provided only by the preschool teachers). 

The Flow Grid 

The grid has been created with The Observer XT 10.5 software (Noldus Information Technology, Wageningen, 
The Netherlands). The research by Csikzsentmihalyi measures the Flow using interviews and diaries in which 
subjects, in first person, describing situations in which there is the Flow (self-reported data). Instead, in the grid 
of Flow here described, the Flow is measured by the observation of the children's behaviour. For this reason, 
only the variables that could be described through an operational behaviour have been considered, as follows: 
focused attention, clear feedback, clear goals, control of the situation, pleasure. In some cases, to define better 
the operational behaviours of the variables the indicators of Custodero [7] were used. The basic idea of this grid 
was that the observer did not observe/register directly the Flow state, but rather the “variables” and the intensity 
of each variable. The Flow grid allows recording the presence/absence and the duration of each behaviour. 
Furthermore, the grid allows recording the level of intensity of each behaviour, by using the “Modifier” tool: 1 = 
low level of intensity; 2 = medium level of intensity; 3 = high level of intensity. The Observer XT calculates, 
through a specific data profile, the combinations of the different levels of the different behaviours: when the 
levels of all behaviours are recorded with high levels, the presence of the state of Flow is indicated as present. 
The data profile was based essentially on a series of consecutive “nests” over the behaviours. The Nesting 
function allows selecting among the data registered by the observers the combined presence of pre-defined level 
of the behaviours. Before starting the observation, each independent observer received a document named 
“Instructions for the observers”, within the definitions of the behaviours, the modifier and several “practical 
actions” to register the behaviour by the software. Reliability tests within the five independent observers have 
been realized before to start the registration and during the registration of the observation. The cases of 
disagreement were solved by collective discussions and observations. After the observation, the data collected 
have been analysed with The Observer XT and in particular by the behavioural analysis. The software calculates: 
total duration (total duration of the video observed), analyzed duration (the duration of the video observed with 
“dead moments”) duration of each behaviour, percentage (analyzed duration) of each behaviour. The results 
obtained with The Observer XT have been exported to statistical software (SPSS) to make MANOVA and t-
student analysis. 
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Results 

The percentage of state of Flow is higher, for all subjects, when the child/children played with the MIROR 
Impro (T2=Task 2; T4 = Task 4); supporting of this outcome, the lowest percentage of Flow has been recorded 
when the child played alone without partner and without the system (T1 = Task 1), see Figure 1. 

Thus, we can affirm the MIROR Impro enhances the state of Flow in children. The presence of the Flow is 
always (considering the four tasks) higher in the sessions of 8 years rather the 4 years old. About this finding, we 
could assume the MIROR Impro is more suitable for older children rather the younger. In the sessions with the 
set up A “same” the percentage of Flow is always higher than the set up B “very different”, see Figure 2 and in 
all 4 tasks. The difference between set-up “same” and set-up “very different” is significant (p=.004). This result 
support the experimental hypothesis that the Flow state increases when the system's reply is more similar to the 
input played by the children, that is when the system's reply is more “reflexive”. In this case, it is therefore 
possible to say that the result support also the hypothesis that the reflexive interaction could enhance the flow 
state. Considering all the sessions, the trend of the Flow remains constant between the first and the second 
session, while it rises between the second and third session. The understanding of the rules of the system, the 
presence of high level of control of situation, the pleasure to play may make the children more self-confident and 
these may be important factors to enhance a state of well-being and the state of Flow. 

Conclusion 

The analyses carried out with The Observer XT confirm the experimental hypothesis: the results show that the 
Flow increases not only when children play with MIROR-Impro, but also when they play with the set-up 
“same”, that is the more “reflexive” set-up used in the experiment. Furthermore, the Flow state is more evident 
when children play alone with the system. The creation of the coding scheme and of the data profile, the 
observation with The Observer XT has been a very demanding task. Nevertheless, it has been also very helpful 
because it allowed to reflect on and define better the behaviours (finding operational definitions), to observe and 
code many data that could be analysed in different ways (different data profiles), to control many variables, to 
make some basic statistical analysis. In the realization of the grid some difficulties raised especially in the 
definition of the data profile, during the observation (for example how to solve the problem of the presence of 
“dead moments” in the video), how to organize the results in the behavioural analysis and in the exportation of 
the data to other software for the statistical analysis. 
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Figure 1. The percentage of the duration of the Flow,
all subject in the four tasks. 

Figure 2. The percentage of the duration of Flow in all
Subjects with the set up A (same) and B (very different). 
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Introduction 

Performing urban search and rescue (USAR) is a stressful and high demand task. The rescuers can use an extra 
pair of eyes and ears in the field, especially in places where they themselves cannot go. A ground robot can 
support rescuers in their task. To develop such a ground robot high fidelity and realism testing is needed [1]. 
High fidelity evaluations are difficult to set up, because the circumstances need to be complex and truthful. In 
this paper we performed a complex team experiment in the USAR domain. We measured a large number of 
variables to assess participants’ performance, task load and emotion. This paper focuses on the question whether 
the analyses tools (Observer and FaceReader [2]) and measures gave an adequate indication of and insight in 
rescuers’ operations for a robot with two levels of automation (no versus partial).  

Methods 

Participants. Ten firemen participated, three in a pilot and one participant canceled, so that 6 participants in total 
completed the evaluation (5 male and 1 female , average age of 42). The mean number of years the participants 
had a driver’s license was 24. Three participants had experience with operating robots. And three participants 
played (first person) computer games. 

Procedure. Participants first had to read a general instruction about the experiment and then fill out some 
questionnaires. After which the participant was trained to use the robot (see Figure 1). Training was first 
performed in line-of sight and later out of line-of-sight. When the participant was confident enough and the 
instructors were satisfied with their performance, they received instructions about the main evaluation. The main 
evaluation consisted of unit tasks (different tests of different level of abstraction) [3] and the tunnel scenario. The 
tunnel scenario consisted of a reconnaissance with a team: Unmanned Ground Vehicle (UGV) operator, 
Unmanned Aerial Vehicle (UAV) operator and the mission commander. The participant performed the role of 
UGV operator. The tunnel scenario took 30 – 40 minutes, the whole evaluation took 3 hours. The evaluation was 
between subjects, they either used the UGV without autonomy (tele-operation) or with autonomy (such as 
waypoint and speech navigation).  

Task. The participants controlled the ground robot to perform reconnaissance after a tunnel accident. The robot 
was deployed to gather more information about the situation inside. The participants specifically had to look for 
cars in the tunnel, the lay out of the situation, victims (where, how many and where) and look for fire and 
dangerous substances, depicted by pictures of warning signs.  

 

 

Figure 1. Left is a picture of the UGV, in the middle is a picture of the tunnel scenario on the right a participant is tele-
operating the UGV. 
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Figure 2. Relation of our measures and the task load (LIP Level of Information Processing; TOC Time Occupied; TSS, Task 
Set Switches), performance and emotion (arousal and valence) [reference]. 

 

Measures. We used the following measures, the relation between the measures and the cognitive task load, 
performance and emotional state are also depicted in Figure 2.  

 Workload questionnaire. Every 2 minutes we asked the participant what his current workload was on a 
scale from 1 (none at all) to 5 (far too much). We also logged the reaction time to answer this question. 

 Heart rate variability was measured with a belt around the chest.  

 An observer rated the behavior of the participant. The behaviors that were rated are: communication 
with mission commander, situation report, tele-operating ground robot, operate robot by using speech 
commands, waypoint navigation (the last three behaviors are mutually exclusive). These behaviors were 
adapted from [4] to fit the available data. Novel is that also non mutually exclusive categories were 
used. 

 Emotional state, the participant’s face was recorded using a webcam and later analyzed using 
FaceReader.  

 Performance, number of collisions: objective (observer) and subjective (by participant).  

Results  

First we looked at the behavior of the participants during the scenario. See Figure 3 for an example of how the 
data can be visualized in Observer. Figure 2 shows that this participant communicated a lot with the mission 
commander, tele-operated the UGV by using the compass rose, speech (in the beginning of the evaluation) and 
touched the operator control unit a few times (the screen showing the different camera  and laser images from the 
robot [5]). These views give us a good overview of the behavior of the participants in time.  

Behavior analyses for the rated behaviors is shown in Table 1. The first three participants only used tele-
operation to control the robot, this means no data is available for speech and waypoint navigation. Remarkable is 
that participant four spent a lot of time navigating by speech and less time communicating with the MC or using 
the compass rose. The other participants in the automated condition (participants 4, 5 and 6) communicated more 
with the MC than the participants in the manual condition (1,2 and 3), this can be related to the usage of the 
situation report which was less for the participants in the automated condition. When the manual navigation is 
heavily used (participants 5 and 6), they also collided more.  

 

 

Figure 3. Screenshot of Observer with visualized rating data from the observers. 
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Table 1. The number and duration (seconds) of participants’ behaviors (standardized data, range 0-1)  and the number of 
UGV collisions (objective and subjective).  

Partic. Communication 
with MC 

Compass 
Rose 

Speech 
navigation 

Waypoint 
navigation 

Mapping/ 
situation report 

Performance 
# of collisions 

1  40, 0.52 41, 0.65 - - 12, 0.23 10, 4  
2 45, 0.33 50, 0.82 - - 13, 0.12 7, 3 
3 40, 0.17 53, 0.62 - - 12, 0.15 5, 2 
4 37, 0.45 17, 0.29 33, 0.31 3, 0.02 6, 0.07 6, 0 
5 68, 0.51 87, 0.78 7, 0.08 3, 0.01 1, 0.01 19, Many 
6 68, 0.50 64, 0.73 0, 0 10, 0.08 0, 0 17, 4 

 
 

We also asked the participant how much effort certain tasks took (see Table 2). The tasks related to the 
automated conditions took little effort and using the compass rose took more effort. We successfully collected 
heart rate variability data. Because of the number of participants we could not test for significance, but rest data 
may differ from event data (such as finding a victim), see Figure 4. Due to the limited number of participants and 
the realistic scenario that caused events to be presented in a different order for each participant we were not able 
to link experienced workload to the heart rate data. The emotional state of the participants during the tunnel 
scenario is shown in Table 3. The face recognition did not work optimal because of the lighting conditions and 
the participant did not always face the camera, for instance when talking to the mission commander. Expressions 
of participant 6 were well-recognized because of her make up. 

Conclusions 

The detailed behaviors of the participants showed us what they were doing and for how long, thus giving us 
detailed understanding of human-robot teamwork and how certain behaviors interact with each other. The 
emotional data are interesting, but due to the nature of the task where the participant does not still in front of the 
camera (when talking to the MC) and the lighting conditions are not optimal, there were too much missing data. 
When the environmental conditions are better and with an eye tracker, we will probably get more useful data of  
the operator’s emotion. With respect to heart variability data, the method of measuring should be improved. 
More extensive measuring in rest is needed, this way we expect a good baseline and better differences when 
events occur. The scenario needs to be improved, events should be more stressful to have a better effect on heart 
rate variability. For instance not only finding a victim, but also hearing or being able to interact with a victim.  

Table 2. Effort on tasks ranging from 1 (no effort) to 5 (a lot of effort). 

Task Effort 

Managing the speed and direction of the robot using the compass rose 3,3 
Interacting with people (such as the mission commander) during the scenario 2,6 
Mapping/ situation report 2.3 
Managing the speed and direction of the robot using voice commands 2,0 
Using waypoint navigation 2,0 
Using voice commands to direct the robot 1,8 

 

 

Figure 4. Heart rate variability of participants against the events in the scenario.  

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
330 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



Table 3. Screenshot of FaceReader with  mug shot of participant, valence chart with positive and negative dimensions and the 
momentary state in terms of Ekman’s basic emotions (surprised, sad, neutral and other). The right part of table depicts the 
participant and the total number of times an emotion was recognized and how many seconds this emotion lasted in seconds 
during the tunnel scenario.  

 

Subject Happy Disgusted  Sad Angry Surprised Neutral 

1 2 
3.33s 

5 
7.33s 

0 0 0 2 
1.67s 

2 0 2 
3.80s 

11 
33.87s 

8 
10.80s 

1 
3.73s 

31 
89.21s 

3 0 2 
2.4s 

0 0 0 0 

4 1 
1.33s 

8 
8.47s 

1 
2.00 

0 1 
1.53s 

2 
1.20s 

5 0 0 0 0 0 1  
2.07s 

6 4 
7.33s 

0 42 
77.41s 

0 112 
426.03 

116 
399.17s 
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Decades of laboratory research in psychophysiology have shown us that our bodily reactions are connected to 
our emotions and to our mental state. Well-known examples are our heart rate reactions to demanding events, the 
change in our skin conductance in cases of various (positive and negative) types of arousal, and the way our 
breathing patterns reflect surprises and other excitement. These physiological parameters and many more thus 
can give us insight into how we feel and how we react to situations. 

This opens up opportunities for applications in everyday life in various areas of society. For instance, becoming 
aware of our bodily reactions might also help us to realize how we feel about a certain situation. It might be a 
source of reflection for ourselves, so that we get grip on the events that comprise our busy lives. Or we could 
trust someone else to receive our physiological signal, maybe our romantic partner, with whom we want to feel 
close despite a physical distance. Maybe our physiological signal could also serve as an additional clue for 
professionals who provide care to us, a clue that helps them to treat us well and keep us comfortable. As a last 
possibility, our physiological signal could be interpreted by the devices we use, so that they can adapt their 
functioning to the mental state we are in or would like to be in. 

However, several steps have to be taken to arrive at really working products. For instance, the physiological 
measurements have to be done in an unobtrusive way. Some people find it acceptable to carry a heart 
measurement device during running, but most of us would not think of wearing a similar device throughout each 
and every working day. Thus unobtrusiveness is an important feature in many of the applications mentioned 
above, and it fosters the research and development of miniaturized wearable sensors. 

In addition, the measured data have to be interpreted correctly for each individual. Traditional 
psychophysiological research usually averages effects over people in order to get significant results. In real life 
applications, however, signal interpretations have to be one-shot, first-time right, which considerably 
complicates things. On the other hand, when doing intra-individual measurements, it is possible to look at 
smaller changes and to really get to know the user and his reactions, and thus increase the accuracy of the 
interpretation. 

The need for unobtrusive devices and individual interpretations gives rise to a new branch of more applied 
research, of which I’ll show a few examples: a wristband skin conductance sensor, and individual modeling of 
the relation between heart rate and emotions. I will also present and discuss some prototype applications we 
based on these skin conductance and heart rate signals: an affective music player that directs you mood and a 
live connectedness token for romantic partners. 
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Abstract 

The pine weevil (Hylobius abietis) is one of the most important forest pests in Europe, yet there is very little 
known about its detailed feeding behaviour. We study the temporal feeding pattern of individual pine weevils of 
both sexes for 24 hours with two treatments, intact and girdled seedlings. Properties of a meal, such as feeding 
duration, size and ingestion rate are of particular interest. The shortest interval considered to separate one 
feeding bout from another, the meal criterion, has never been published and it is only available for a few other 
insect species. Video recordings are analysed for feeding behaviour (e.g. duration of feeding activity, interval 
length between feeding activities, movements between and within feeding scars). We measured general activity 
patterns as there is insufficient knowledge on the daily behavioural patterns. We thereby got an in-depth view of 
the pine weevil feeding activity that would otherwise be difficult to assess.  

Introduction 

Herbivorous insects reduce the fitness of plants directly and indirectly by feeding despite inducing plant defence 
systems against herbivory [1]. Trees have especially low defence and tolerance as seedlings in comparison to 
other phases in plant ontogeny except for over-mature and senile plants [2].  

The pine weevil (Hylobius abietis) is economically one of the most important forest pests in Europe [3]. Adults 
feed on the stem bark of conifer seedlings [4] and can cause seedling mortality of up to 90 % in the first three 
years [5]. Economic losses tend to be especially high in conifer forests that are managed by clear-cutting and 
replanting [3]. Despite the importance of behavioural components of insect feeding for understanding bases of 
host plant resistance [6-9], a lot of aspects of pine weevil feeding behaviour have not yet been studied. Studies 
on feeding behaviour in this species have mostly been concentrating on the total amount of consumed bark after 
a specific time period in relation to different aspects, for example, presence of other weevils, weevil size, 
microclimate, chemical composition of the bark or treatments with light and/or nitrogen [10-13] or as 
comparisons between different tree species [14-16]. 

In this ongoing project we are assessing the detailed pine weevil feeding behaviour and time budget on Norway 
spruce (Picea abies) seedlings during a 24-hour period. Generally feeding over longer durations, i.e. several 
days, often shows little variation in total intake of nutrition between individual insects, whereas the detailed 
feeding pattern of individuals varies greatly even under controlled environmental conditions [17]. The detailed 
feeding behaviour can be described by groups of feeding events, i.e. meals. These can be determined by the bout 
criterion, the shortest non-feeding interval considered to be between meals. The bout criterion is based on the 
distribution of non-feeding intervals since it can be expected that animals make a large number of short non-
feeding intervals within a meal and relatively few longer intervals between meals [e.g. 18]. The bout criterion 
itself has an indirect importance for understanding feeding behaviour as it allows separating meals on an 
ethological meaningful basis. Thereby meal properties (size, duration and ingestion rate) and potentially other 
indicators can be related to initiation and termination of meals and thus may have important implications for 
insect-plant interactions. By understanding these properties it might be possible to influence the length of a meal. 
Shorter meals might reduce the risk of large feeding scars that can endanger the seedling’s survival. For testing 
the effect of previous damage caused by larger feeding scars we are also measuring the effect of girdling. 
Girdling represents a type of pine weevil damage that is often observed on planted seedlings [19]. Furthermore 
wounding of plants can induce different effects of defence mechanisms as shown in experiments on several 
conifer species [20-22].  

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 333



 

Figure 1. Experimental set-up during observation (A). A small water tube and a dark coloured shelter for weevils to hide 
under inside the cylinder are not shown. Changing of seedling after a 24 hour acclimatization period (B). The cylinder had a 
hole in the bottom and the lid which was closed by two plastic discs placed around the plant. Thereby it was possible to 
replace the plant with a fresh seedling with a minimum disturbance of the weevil that was inside the cylinder.  

 

Materials and Methods 

We video recorded the behaviour of 6 male and 6 female pine weevils on one-year old Norway spruce seedlings 
under 24 hour periods for assessing the bout criterion and time budget. Two cameras were placed at a 45 degree 
angle for high visibility of weevil activity regardless of the feeding position of the weevil. We limited the 
weevil’s access to the middle part of the seedlings by placing a transparent plastic cylinder around the stem (see 
Figure 1A). This area can be assumed to represent a rather homogenous feeding source with regard to the 
distribution of resin ducts and growth factors. The experiment was conducted at room temperature under an 
artificial day-night cycle of 7 h light – 6 h darkness – 11 h light. During the day the light was provided by several 
light sources with a combined intensity of 59 μmol m-2 s-1 (Skye Instruments LTD, Sky 200 SKP). A light bulb 
at low intensity (0.1 μmol m-2 s-1) as used to imitate a Swedish summer night with an additional red light (0.9 
μmol m-2s-1) to increase the visibility during the night.  

A single weevil was placed with a seedling in the cylinder 24 hours before filming so that the weevil had time to 
acclimatize to its new surroundings. Pre-test weevils were rarely feeding during this first day although they were 
eating before and afterwards when placed in Petri dishes with pieces of Scots pine (Pinus sylvestris). After the 
acclimatization phase the plant was replaced with a new seedling to avoid effects of possible feeding scars (see 
Figure 1B). The weevil was disturbed as little as possible. Video recording was started when the new seedling 
was installed and ended after 24 hours. The area eaten (mm2) was measured on both plants and the location of 
feeding scars on the second seedlings. Each weevil was tested with two treatments: an intact seedling and a 
seedling that had been manually girdled under the first node 24 hours prior to filming to test effects of induced 
defence. These two treatments were started alternating between the weevils. Between the treatments the weevils 
were placed for two days in Petri dishes with Scots pine pieces.  

Feeding behaviour was defined as manipulation of bark, needles and eggs with the mouth parts. It was not 
possible to distinguish periods of bark removal and ingestion. Consequently it cannot be completely asserted that 
the weevil was feeding when it showed feeding behaviour as defined above (from here on only feeding).  

The duration of each feeding occurrence and the length of intervals between them were measured (The Observer 
XT 10, Noldus Information Technology, Wageningen, The Netherlands). In addition locomotion behaviours 
were noted. All behaviours were measured continuously. The length of non-feeding intervals was assigned to 
bins of the next full second. The distribution of the frequency of all non-feeding intervals was used to assess the 
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bout criterion. The bout criterion was then used to determine average meal length and sizes as well as feeding 
rate. For the time budget the day was split up into one hour bins in which the additive time spent feeding or in 
locomotion was calculated. From these values relations to the dark/light cycle as well as between different 
activities and individuals were made. Additionally we measured the feeding scar distribution on the seedling and 
in which order they were made. We will thereby be able to assess if there is a general pattern in location of 
feeding on the plant. We also evaluated how often a pine weevil returned to an old scar in order to continue 
feeding there. Furthermore we noted direction in which they continue to feed after each non-feeding interval. 
That means we determined if the first bite after a non-feeding interval is extending the feeding scar upwards, 
downwards or horizontally. In connection with the meal determination we will also be able to see whether there 
is a link between meals and feeding scars, e.g. one meal is one feeding scar. This kind of information might 
indicate avoidance of locally induced defence systems or large resin ducts. The differences between treatments 
were assessed for all measurements.  

Results and Discussion 

So far only a part of the data has been analysed. This preliminary analysis indicates that the bout criterion lies 
close to 16 seconds and does not show a difference for the two different treatments. This duration is relatively 
short as the bout criterions established for other insects are in the range of minutes; examples include the 
Colorado potato beetle (Leptinotarsa decemlineata) with 4.8 minutes [8] and different grasshopper species such 
as Taeniopoda eques with 8 minutes [7] or Locusta migratoria with 2-6 minutes [9]. The short bout criterion 
could indicate a larger difference between intrameal and intermeal intervals in pine weevils. The longer non-
feeding intervals recorded during this experiment range several hours and were probably mostly incomplete due 
to the cut off points before and after 24 hours.  

Some weevils showed locomotion and feeding behaviour influenced by the dark/light rhythm whereas others 
expressed a similar activity pattern during both phases. In some cases there might even be an influence of the 
lighting on either behaviour but not on the other. Individuals expressing a daily pattern in locomotion showed 
more activity during the dark phase. Similar results have been shown previously [23]. For feeding activity 
Merivee and co-workers [23] found a significant pattern for male weevils. Our preliminary data points however 
towards an effect of individuals, meaning that there are both females and males that seem (not) to be influenced. 
In individuals showing a temporal pattern, feeding occurred mainly towards the end of the night or shortly 
afterwards. Other weevil species have been found to be predominantly nocturnal in relation to feeding behaviour 
[24; 25].  

Based on these results it seems that the presented method is suitable for assessing the bout criterion and a 
detailed time budget of pine weevils. The detailed behaviour that is measured in this study is partly in the range 
of seconds and a lot of aspects need continuous observation. Therefore it would be very difficult to assess this 
type of data with a more automated or less precise method, e.g. instantaneous or one-zero sampling, at this stage. 
It should be possible to transfer the set up to other herbivorous insects for comparable studies.  
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Abstract 

This study was focused on finding the cause of stereotypic behaviour in a male polar bear (Ursus maritimus). 
The zoo wants to reduce the stereotypies present in their male polar bear. However, this can only be 
accomplished if the cause of the behaviour is identified and targeted [1]. In this study external factors from 3 
different categories (i.e. husbandry, geography and environment) are investigated to find out which possible 
stressors affect the polar bear’s behaviour. Video recordings of the polar bear’s behaviour and the different 
external factors were processed with The Observer XT 7.0 software program and later analysed. Many different 
factors influence the male’s behaviour, both positively and negatively. The polar bear’s response to these 
external factors lead to believe his stereotypies have a coping origin, where the animal uses the rewarding 
endorphins, that are released due to his stereotypies, to cope with continuous stressful situations in his 
environment [2]. Further experimental research is recommended to investigate to what degree the different 
factors found in this study can be altered to create a more suitable environment for this polar bear. 

Key words: Stereotypic behaviour, Ursus maritimus, polar bear, captivity. 

Introduction 

Polar bears have a long history of high popularity in zoo settings. However, many studies indicate that this wide-
ranging species expresses a wide variety of abnormal repetitive behaviours in captivity [3], such as stereotypic 
walking, head swinging and repetitive swimming bouts [4, 5]. This is also the case in the 13 year old male polar 
bear in this study, which spends large portions of his day expressing stereotypic behaviour. Stereotypic 
behaviour is often a sign of a decreased welfare in an animal [2], because their choice to express natural 
behaviour has become limited [6]. The expression of natural species-specific behaviours is important for a zoo to 
maintain appropriate levels of animal welfare [7], create a satisfying visitor experience and also enable proper 
public education [8]. To enable positive visitor experiences and public education about polar bears and their 
natural species-specific behaviour and to increase the polar bear’s welfare, the stereotypies present in this polar 
bear’s behavioural repertoire need to be reduced. His long-term stereotypies must be treated, however, this can 
only be accomplished if the cause of the behaviour is identified and targeted [1]. This study is focused on 
identifying the cause of the stereotypic behaviour in this polar bear male by testing the effects of external factors 
on his behaviour. 

Methods 

In this study, different husbandry-, geography- and environment-related factors were investigated to see if one or 
more of these trigger the stereotypies of the polar bear. External factors that were scored in relation to husbandry 
were feeding regimes, keeper presence and its purpose, and enrichment effects. Geography-related factors 
covered geographical preferences within the exhibit and related substrate use, while environment-related factors 
focused on visitor numbers and employees, the behaviour of other polar bears (an adult female and her two cubs) 
at the zoo, construction work noises and the effects of time of day. The events that were scored from the female 
and cubs were defecating, vocalizing, the presence of food in their exhibit, being within sight of the male polar 
bear in the outside exhibits and being inside the night dens. These events were chosen because of their visual-, 
sound- and/or scent aspects, which could affect the male polar bear’s behaviour. Through continuous recording 
and focal sampling the male polar bear’s behaviour was observed to determine the extent of his stereotypic 
behaviour in relation to these external factors. A total of 116 observation sessions of approximately 30 minutes 
were conducted on set times throughout the day between 09.15 and 17.15 daily over a 24-day period. This 
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resulted in 54 hours and 18 minutes of behavioural data. Four behaviour categories (i.e. ‘active’, ‘inactive’, 
‘stereotypic’ and ‘in night den’) were used to describe the polar bear’s behavioural state. Also three short point 
behaviours were scored. These point behaviours can either be a stereotypy by itself (i.e. ‘head swing’), is 
believed to be related to stress (i.e. ‘yawn’) or short distractions (i.e. ‘variation’) from the male’s stereotypic 
pacing. The ‘variation’ point behaviour means that the polar bear was distracted for a few seconds but not 
abandoned his stereotypic pacing to investigate any further. All relevant polar bear behaviours were video 
recorded and all observed abnormalities and external factors were scored on an observation sheet at the time at 
which the event occurred. The Observer XT 7.0 computer program (Noldus Information Technology, 
Wageningen, The Netherlands) was used to score the frequency, duration and location of all state behaviours 
expressed by the polar bear, as well as the number of occurring point behaviours. Information about external 
factors possibly related to the male polar bear’s behaviour was also scored. The Observer XT’s visualization 
function behaviour scores were used to register which and to what extend behaviours and behavioural shifts 
occurred while external factors were present. After data were collected from the different external factors, a total 
of 354 data points were processed from 55 randomly chosen observation sessions to gather baseline data about 
behavioural shifts. These baseline data points present behavioural shifts between the ‘active’, ‘stereotypic’ and 
‘in night den’ behaviours at moments where no external factors were occurring. Over 300 baseline data points 
were needed for statistical tests to detect differences between baseline situations and moments where external 
factors were occurring. The 55 chosen observation sessions were gathered from the total 116 observation 
sessions. These baseline data points were then compared to the data collected about the different external factors 
from this study.  

Results 

Data analysis shows that stereotypic behaviour covers a large part of the polar bear’s daily activity. Stereotypic 
behaviour was observed for 45.54% (±3.89) of the total data collection period. After stereotypic behaviour, the 
male was observed most in his night den (35.79% (±3.87)). It must be noted that the ‘in night den’ behaviour is 
an unknown behaviour because the observers could not see the polar bear in his night den. ‘Active’ behaviour 
occurred for 16.29% (± 2.34) of the time, while ‘inactive’ behaviour was only observed for 1.75% (±1.0) of the 
total observation time. The male only displays stereotypic behaviour on concrete exhibit floors, with a preference 
for two specific areas in his enclosure. New enrichment was provided on 7 occasions which resulted in 17 
observed enrichment interaction moments covering only 3.12% of the total observation period. 3 interactions 
were with food-based enrichment (e.g. frozen fish), 3 with toy-based enrichment (e.g. tyres) and 11 other 
interactions were substrate-related (e.g. sand, shells or wood chips). No significant effects were found between 
the male polar bear’s behaviour and enrichment objects. However, 80% of the inactive behaviour was observed 
after keepers provided new substrate. A total of 292 head swings, 69 yawns and 144 variations were also 
observed. The male polar bear displayed significantly more stereotypic behaviour in mornings compared to 
afternoons (F(3.104)=5.358; P=0.002), while he spent more time in his night den in late afternoons 
(F(3.112)=4.591; P=0.005). The polar bear displayed significantly less stereotypic behaviour during observation 
sessions were he was fed (F(2.88)=10.920; P=0.001), while stereotypic behaviour was 30% higher on days 
where he was not fed at all. Keeper presence decreased stereotypic behaviour and increased shifting back and 
forth between active behaviour and retreating into the night den (Χ2=237.190; df=8; P≤0.001). The presence of 
another bear in the night den area also resulted in increased back and forth shifting between active behaviour and 
retreating into the night den (Χ2=86.385; df=8; P≤0.001). An increased employee count near the exhibit elicited 
an increase in the point behaviour ‘variation’, while traffic passing his exhibit, or noises over 70dB showed to 
cause an increase in stereotypic point behaviours ‘head swing’ and ‘variation’. 

Conclusions 

This study showed that many external factors affect the polar bear’s behaviour in both a positive and negative 
way. It was therefore impossible to point out one specific stressor that is causing his stereotypies. Motivational 
frustration described by Olsson et al. [2] as a cause of the bear’s stereotypic behaviour seemed to be a well-
supported option at the start of this study. However, motivational frustration is usually focused on a specific 
behaviour that cannot be completely executed [9]. Due to the large number of factors affecting his behaviour 
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positively and negatively, this motivational frustration now seems like a less suitable cause. Coping on the other 
hand now seems more plausible, because in such a coping mechanism an abnormal repetitive behaviour is 
expressed for the release of endorphins that an animal then uses to cope with continuous stressful situations [2]. 
Keeper presence for example resulted in shifting continuously between the night dens and his outside enclosure, 
making his behaviour seem more ‘restless’. This might suggest the male polar bear’s anticipation of food. To 
either support or discard the finding in this study, further experimental research is recommended to test possible 
relations between behaviour and the stimulation of positive factors such as increased feeding and regular 
provision of soft substrate. Also, the reduction/elimination of negative factors such as traffic and loud noises 
over 70dB might result in decreased stereotypies. It is also recommended to assess the polar bear’s current living 
conditions and maybe consider different housing and husbandry strategies in the near future. Recommendations 
on current husbandry conditions include increased feeding and more variation and regulation of new enrichment 
objects. For housing conditions, a larger exhibit would be preferred, or at least provide more soft substrates 
along with implementing more permanent enclosure attributes such as a viewing platform or more sloped edges 
leading to the water moats. 
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Introduction 

Aggression is one of the most significant welfare problems when pigs are grouped in our modern production 
systems. When introduced to unfamiliar conspecifics, pigs naturally engage in aggressive interactions to 
determine their social hierarchy status [4]. Ordinarily, when the hierarchy is already established in a group, 
levels of aggression should be relatively low [15]. However, conditions of confined environment like limited 
space allowance [19], feeding systems promoting competition [13], barren environment [5], low fibre feed 
composition [16] and repeated changes in group composition [13] can result in persistent aggression. The most 
obvious negative impact of aggression is the skin lesions - which are often seen on the head, ears, shoulders, 
flanks and hindquarters [11, 14]. In terms of internal physiology, aggression results in activation of the 
sympathetic-adrenal-medullary axis and the hypothalamic-pituitary-adrenal axis, resulting in increased heart rate 
[12], increased plasma cortisol concentrations, increased plasma epinephrine and norepinephrine levels [13]. 
Besides the negative impact of aggression on health and welfare of pigs it results in lower productive 
performance, by increasing return to oestrus rate in adult sows [3,17] and by decreasing growth rates of growing 
pigs [18]. Although the problem of aggression was investigated by many researchers, there was no successful, 
long term, practical solution developed for lowering aggression level among pigs.  There is a necessity for more 
basic studies in order to understand the phenomenon properly [10] and new solutions must be developed to the 
problem of aggression among pigs. Basic studies on pig aggression reveal that during a contest, animals 
successively sample bits of information concerning their relative fighting ability, by observing displays or 
otherwise gathering relevant information through the behaviour of the opponent. Therefore, when a sufficiently 
certain assessment cannot be achieved by means of a particular display, the animals will switch to another type 
of behaviour with a higher information return. This will cause a contest to proceed through a number of different 
phases, each with a typical behavioural characteristic. Each new phase will consist of more costly behaviour and 
the last phase will consist of direct sampling of actual fighting ability, through overt, dangerous fighting [10]. 
Therefore identification of patterns in gradual development of aggressive behaviour should allow for prediction 
of highly damaging aggressive behaviours expressed in the final phase of these interactions. In order to stop 
(prevent) these behaviour among pigs with automatic monitoring and control system (PLF –Precision Livestock 
Farming) we defined the following objective for this research: Identification of differences between aggressive 
sequences that lead to highly damaging biting behaviour and those that don’t lead to this behaviour. 

Aggression monitoring and control by PLF technology 

Automatic monitoring and control system of pig aggressive behaviour by utilization of Precision Livestock 
Farming (PLF) technology offers possibilities for permanent management of highly aggressive attacks. PLF is 
currently regarded as the heart of the engineering endeavour towards sustainability in (primary) food production. 
Its application allows making optimal use of knowledge and information from the animal in the monitoring and 
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control of processes [1]. Application of PLF technology as an automatic aggression monitoring and control 
system offers a new, unprecedented possibility to effectively lower aggression level among pigs. An integrated 
automatic monitoring and control system is one which collects information from a variety of sources, including 
sensors, databases and knowledge bases, processes the data and provides outputs, which may be 
recommendations to the producer, or direct process control actions [7]. The basic component of aggression 
monitoring and control system is an automatic monitor which by dynamic analysis of the individual interactions 
between animals will be able to detect aggressive attacks automatically. The second component of the system is 
an automatic control which by utilization of an actuator (i.e. sound, smell) will change pigs behaviour in a way 
that aggression level will be reduced (Figure 1). The strategy for monitoring and controlling of aggressive 
behaviour among pigs developed in accordance with PLF concept (Figure 1) comprises in using the aid of 
modern technology in order to develop online tools that can identify detailed animal behaviours in an automatic 
and continuous way, with an accuracy that allows detecting specific behavioural aspects. When the system 
automatically detects early signs that are used for predicting when the animal is entering in a particular status 
that leads to aggressive behaviour, it will use various triggers as actuators, such as light and sounds, to attract 
and redirect the animals’ attention. An automatic reward mechanism, such as provision of food, will also be used 
to straighten animal responsiveness and to control their behaviour [2]. The most effective actuating mechanism 
will be chosen in a selection procedure comprising of series of practical experiments. The innovative approach is 
the development of a real time monitor that allows redirecting undesired livestock behaviour. 

Materials and Methods 

An observation was carried out at a commercial farm, in practical conditions, during 3 days after mixing on a 
group of 11 male pigs weighing on average 23 kg and kept in a pen of 4m x 2.5m. A total of 8 hours of video 
recordings were taken during the 3 days with a top-view camera in the pen and manually labeled afterwards. The 
video recordings were performed using a camera (Allied Vision Technologies®, model F080C) with 4.8 mm 
lens, placed above the pen in central position at a height of 2.3m, that permitted a top view image of the whole 
pen. Colour images were captured with a frame rate of 11 frames per second with a resolution of 1032 x 778 
pixels. The videos were stored in a computer for later analysis. Each day a number of video recordings were 
registered (day 1: 2 h, day 2: 3 h, day 3: 3 h). Data obtained as a result of the visual analysis of the video 
recordings (labelling procedure) were carefully analyzed in order to identify sequences in pigs aggressive 
behaviour. An aggressive sequence was defined as a series of aggressive interactions following one after another, 
between at least two pigs. Successive aggressive behaviours had to be performed by the same pigs - within 30 
seconds time period - to be labelled as part of the same sequence. Within aggressive sequences an initiating 
phase (nosing phase) was distinguished. The phase was defined as consisting of nose to nose, ear chewing and 
mounting behaviours [6,8,9,10]: 

Nose to nose - the nose approaches the snout or head of the receiver  
Ear chewing - chewing movements while the ear of a pen mate is in the mouth  
Mounting - mount with front legs on the back of another pig while hind legs stay on the ground 
 

Figure 1. Aggression control by PLF. 
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Results and Conclusions 

A total of 157 sequences of aggression were observed during our observations. Out of which 100 (63.7%) were 
classified as sequences that didn’t lead to biting behaviour and 57 (36.3%) were classified as sequences that led 
to biting behaviour (Table 1). Duration of sequences that led to biting behaviour was longer (38.8 s, P<0.01) than 
of sequences that didn’t lead to biting behaviour (18.1s) (Table 2). Initiating phase of sequences that led to biting 
behaviour was lasting for 3.3 s while of sequences that didn’t lead to biting behaviour 1.9 s (Table 3). 

We identified a difference between duration of aggressive sequences that led to biting behaviour and those that 
didn’t lead to this behaviour. Duration of sequences that led to biting behaviour was longer (38.8 s, P<0.01) than 
of sequences that didn’t lead to biting behaviour (18.1 s). The observed difference is an indication for the 
automatic monitoring and control system of pig aggression that aggressive sequences lasting longer are more 
probable leading to biting behaviour. Although not fully significantly, it was observed a trend (P=0.07) in longer 
duration of initiating phase between sequences that led (3.3 s) and didn’t lead to biting behaviour (1.9 s). This 
finding might be utilized for the automatic, sensor based, early detection of severe aggression. Intervention into 
pig’s behaviour with PLF technology in accordance with the strategy developed [2] could be applied in the early 
phase of aggressive interaction – during or just after the initiating phase of aggressive sequence. 
 
Table 1. Number of aggressive sequences 

Type of sequences 
Number of sequences 

N Percentage 

Sequences that didn’t lead to biting 100,0 63,7% 

Sequences that led to biting 57,0 36,3% 

 
Table 2. Duration of aggressive sequences 

Type of sequences 
Duration of aggressive sequences 

Mean (s) SEM (s) 

Sequences that didn’t lead to biting 18.1 A  4.3 

Sequences that led to biting 38.8 B 5.7 

(A, B) values differ for P<0.01.  

 
Table 3. Duration of initiating phase of aggressive sequences 

Type of sequences 
Duration of initiating phase 

Mean (s) SEM (s) 

Sequences that didn’t lead to biting 1.9 a 0.4 

Sequences that led to biting 3.3 b 0.6 

(a, b) values differ for P=0.07  
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Abstract 

Devastating insect pests and environment-malignant pesticides that are applied against them are still a major 
problem in agriculture and horticulture. In plant breeding and genomic research there is an increasing demand 
for efficient screening methods of plants. In this study we develop a high-throughput phenotyping system to 
screen plants for resistance to aphids by video-tracking of insect behaviour.  

Introduction 

Studying the behaviour of herbivorous insects is essential for the improvement of agricultural pest management. 
Devastating insect pests still cause a significant amount of yield loss and a reduced marketability of food and 
ornamental crops [1]. Environment-malignant and costly pesticides are widely applied to control pests and 
diseases. There is, however, an increasing urge to improve the sustainability in the food production chain. Host-
plant resistance is one of the cornerstones of successful and environmentally benign pest management systems 
[1,2]. Its concept is to reduce the intrinsic plant susceptibility to insect damage and thereby minimizing the need 
to apply pesticides. To improve plant resistance, suitable cultivars need to be selected among hundreds of plant 
lines. Screening plants for resistance to insects is generally a costly exercise in terms of space, time and labour. 
Bioassays often require a lot of greenhouse space including outbreak prevention measurements, and will take 
several weeks, depending on the insect life cycle. Eventually such a screening is mainly a manual procedure, 
such as counting of offspring, monitoring the development time to adulthood or measuring insect weight [3,4]. 
Plant breeding companies therefore need to invest a significant amount of money into these activities. Also, plant 
researchers face the need for efficient large-scale screenings now the costs for genotyping have rapidly declined 
and next-generation sequencing has rendered a wealth of genomic information [5]. For genomic research the 
screening of numerous natural accessions of crop-related plants is often a necessity. Devastating pests and 
diseases only rarely occur in nature, which is due to the tremendous degree of natural variation in plant defense 
mechanisms [6,7]. Only a relatively small degree of such variation is contained in cultivated crop populations 
[8], but wild populations provide ample opportunities for discovering novel mechanisms responsible for 
resistance to insects. In order to identify genes involved in plant resistance to insects, genomic studies are merely 
interested in the mechanisms of resistance rather than solely the identification of resistant plants. An effective 
screening method should therefore be able to discriminate distinct plant mechanisms that reduce insect 
colonization and feeding (e.g. plant volatile cues, deterrent surface structures, or toxins in the internal plant 
tissue) [9] (Figure 1).  

Video-tracking of minute animals, such as 2 mm sized aphids, is a challenge. It requires a different approach in 
the hard- and software setup compared with video-tracking of larger sized animals, particularly when insects and 
plants have indistinctive colours. Although the miniscule size is demanding for automated subject detection, 
video-tracking of insect behaviour has a lot to offer in terms of accuracy and high-throughput; assets that are 
hard to achieve simultaneously during manual observations. 
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Aims  

In this study we develop a high-throughput phenotyping system to screen for plant resistance to herbivorous 
insects. The system is based on video-tracking of insect behaviour and can be applied both for breeding purposes 
and genomic research with various insect and plant species. We study three components of insect behaviour: (1) 
host preference in a two-choice situation, (2) host acceptance (latency to the first feeding event and occurrence 
of dispersal events), and (3) feeding behaviour in general. We focus on the green peach aphid, Myzus persicae, a 
generalist phloem-feeding insect, that feeds on plants in more than 40 plant families and occurs virtually 
worldwide [10,11].  

Methods and materials 

The camera set up consists of arenas mounted on a backlight unit and two cameras with helicopter view for 
recording parallel sessions (Figure 2). The aphids are exposed to either a non-choice situation consisting of one 
leaf disc, or a two-choice situation consisting of two leaf discs of different plant types. We quantify two major 
behavioural components of aphid behaviour: (1) Probing behaviour (the activity when the aphid penetrates the 
plant tissue with its mouth parts in order to reach the phloem vessels) and (2) Non-feeding activities, such as the 

Figure 1. To find genes associated with resistance to insects, it is of particular importance to identify the mechanism(s)
involved. This is illustrated in (a) where the life-history parameter rm (the intrinsic rate of population increase) of the insect
shows which plant is resistant but seems to be associated with hundreds of genetic loci. A better approach to pinpoint the 
genes of importance, is to dissect the complex phenotype into component traits related to resistance mechanisms (b); e.g. 
insect preference (detection of repellent volatiles), time before the insect starts feeding (screening for the influence of leaf 
toughness and deterrent structures on the plant surface) and larval development (detection of, e.g. feeding deterrents, toxins 
and nutrient content) (figure adopted from [9]). 

Figure 2. (a) Camera set-up. (b) Two-choice arena with a green peach aphid.

a                                    b 
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distance moved and the number of events when the aphid leaves the leaf disc. These parameters are registered 
over multiple time intervals, with multiple arenas observed simultaneously. We use the software EthoVision® 
XT for automated video tracking [12]. Data management and statistical analysis are performed with the program 
R [13]. Aphids exposed to resistant plants are expected to have a higher latency to the first feeding event and a 
higher frequency and duration of non-feeding activities compared with aphids exposed to susceptible plants.  

With this video-tracking system we will screen 350 wild type plant accessions of mouse ear-cress, Arabidopsis 
thaliana. We will use the behavioural data of the aphids and the available genomic data of the Arabidopsis lines 
in a genome-wide association mapping study, in order to identify genes that are involved in resistance to aphids.   
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Abstract 

The aim of the present study was to evaluate, by means of a temporal pattern analysis, rat’s behavior in the 
elevated plus maze test. A specific software called THEME has been used. On the basis of an ethogram 
encompassing 24 behavioral elements, results demonstrated that 14 components represented the 98% of the 
displayed activities. 145 different temporal patterns have been detected; length distribution of such patterns 
showed that three-, four-, and five-elements patterns were more represented than two-elements ones. Finally, a 
complex temporal pattern encompassing 8 behavioral elements has been discussed. Present article demonstrated 
the presence of complex temporal patterns characterizing the behavior of rats in the elevated plus maze test.  

Keywords. t-pattern analysis, elevated plus maze, anxiety, rat 

Introduction 

Introduced by Handley and Mithani [7], the elevated plus maze (EPM) apparatus is a well-known and widely 
used model to assess anxiety-related behavior in rodents. The rationale underlying the utilization of the EPM is 
based on the assumption that naïve subjects, exposed to the apparatus, will respond to an approach/avoidance 
conflict between safe parts of the apparatus that are closed and protected, and aversive parts that are open, 
unprotected and more brightly lit [12]. Surprisingly, despite the large utilization of the apparatus and the large 
amount of important articles published, scanty data are available concerning the temporal organization of rat 
behavior in this experimental assay. Several questions still remain unsolved. For instance: do the behavioral 
events occurring on the EPM show a specific temporal arrangement? If so, would it be possible to identify 
specific and/or characteristic sequences of recurring behavioral activities? Last but not least, do such sequences, 
when/if manifest, encompass an underlying ethological meaning useful to better understand rodents’ anxiety 
related behavior? The aim of this preliminary study was to shed light on above questions performing a detailed 
temporal analysis of rat behavior in the EPM by means of a specific software. This software, called THEME 
(PatternVision Ltd, Iceland; Noldus Information Technology, The Netherlands), utilizes a complex algorithm 
able to detect statistically significant relationships among the behavioral events in the course of time [10][11]. In 
recent years THEME has been used in different experimental approaches, for instance, to study route-tracing 
stereotypy in mice [1], behavior in neuro-psychiatric diseases [9], behavioral patterns associated with emesis [8] 
or, in our laboratories, to investigate exploration and anxiety-related behavior in rodents [4][5][6]. 

Method 

Subjects and housing  

Five 90 days old male Wistar rats, specific pathogen free, were used. Animals were born in the animal facility of 
the University of Rouen (France) and breeders originated from Janvier (Le Genest-St-Isle, France). Subjects 
were group-housed (3/4) in a room maintained at the constant temperature of 21 ± 2 °C, under a partially 
reversed light/dark cycle (light on: 12 noon – light off: 12 midnight). Food and water were freely available. 
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Experimental apparatus  

The EPM (Intellibio, France) used in the present study was made of ivory Perspex, the arms were 50 cm long 
and 10 cm wide, and the apparatus was elevated at a height of 45 cm. The closed arms were surrounded by a 50 
cm wall while open arms presented 0.5 cm edges in order to maximize open-arm entries [12]. The floor of the 
maze was covered with grey plastic. Environmental temperature was maintained equal to the temperature 
measured in the housing room. The testing room was illuminated with a dim white light that provided 100 lux 
for the open arms and 50 lux for the enclosed arms. 

Procedure  

Rats were transported from housing room to testing room inside their home-cages to minimize transfer effect. To 
avoid possible visual and/or olfactive influences, animals were allowed to acclimate for 30 minutes far from 
observational apparatus. Each subject, experimentally naïve, was placed in central platform of the EPM and 
allowed to freely explore for 5 min. After each observation, the EPM was cleaned with ethyl alcohol (10%) to 
remove scent cues left from the preceding subject. Experiments were recorded through a digital videocamera and 
video files stored in a personal computer for following analyses. 

Ethogram and coding  

The first step in a behavioral analysis is normally represented by the construction of a formal list, namely an 
ethogram, containing descriptions of behavioral elements. It is important to note that establishing an ethogram is 
always a quite critical aspect because an error (for instance, a behavioral element not described or, worst, 
misinterpreted) is able to negatively influence the following analysis. This is even more important if data will be 
studied by means of t-pattern analysis: an event can be quite uncommon, e.g. occurring only few times for each 
subject and/or not in all subjects, nonetheless the temporal relationships it establishes can be extremely important 
for the behavioral architecture. The ethogram used in the present study encompasses 24 behavioral elements and 
is presented in Table 1.  

However, once video files have been collected and the ethogram is ready/available, the following step is 
normally represented by a coding process, that is, the utilization of specific software that allows the researcher to 
note the occurrences of all the behavioral elements carried out by the actor in the observed video file. The result 
of such a coding process is the so called event log file, that is, a sequence of behavioral events occurring at 
specific time points (namely, milliseconds, seconds or, even, video frames). In the present study all video files 
have been coded using The Observer (Noldus Information Technology, The Netherlands). 

Data analysis 

THEME software processes time stamped event log files searching for the particular but wide T-pattern class of 
hierarchical, sequential and significantly timed real-time patterns [10][11]. The search advances following a 
bottom-up process. In brief, being A, B, X three hypothetical events occurring in a given time window, the 
algorithm compares the distributions of each pair of the behavioral elements A and B searching for a time 
interval after occurrences of A such that, more occurrences of A are followed by at least one B within that 
window. In this case A and B are indicated as (A B) and form a t-pattern. After that, such first level t-patterns are 
marked and considered as potential A or B terms in higher patterns, e.g., ((A B) X), which are then also marked 
(added to the data) and may become an A or B part in still higher patterns, and so on up to any level of pattern 
complexity that may be found in the data. To avoid multiple detection of the same underlying patterns an 
evolution algorithm compares all detected patterns and selects only the most complete while deleting partial and 
redundant detections. Thus, more complex patterns may be created, step by step, following this bottom-up 
detection process. Before a t-pattern search is performed the software requires specific search parameters. In the 
present study t-pattern analysis was carried out by using the following search parameters:  “significance level” 
(maximum accepted probability of any critical interval relationship to occur by chance) = 0.0001;  “lumping 
factor” (forward and backward transition probability above which A and B of a t-pattern (A B) are lumped, that 
is, A and B are not considered separately but only as the (A B) pattern) = 0.90; “minimum samples” (minimum 
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percent of subjects in which a t-pattern must occur to be detected) = 100; “minimum occurrences” (minimum 
number of times a t-pattern must occur to be detected) = 5 

Ethical statement  

The experiment was conducted in accordance with the European Communities Council Directive 86/609/EEC 
concerning the protection of animals used for experimental scientific purposes. 

Results 

Coding process produced event log files containing a total of 1165 behavioral elements. Their percent 
distribution is presented in Figure 1. Concerning t-pattern analysis, 145 different t-patterns were detected. Figure 
2 illustrates the distribution of such patterns on the basis of their length (that is, how many different t-patterns of 
two, three or n  elements were detected). Figure 3 illustrates one of the most complex t-patterns detected, 
occurring twelve times and containing a sequence of eight behavioral events. 

 

 

Figure 1. Per cent distribution of behavioral elements in the EPM. Others = p-Gr, u-Gr, CA-Ret, u-Def, p-Def, p-Imm, u-
Imm, p-PL, u-PL, u-Re. Data obtained from the analysis of five subjects. See Table 1 for abbreviations.  

 

Behavioral element Abbreviation Description

Closed Arm Entry CA-Ent rat moves from the Central Platform to a Closed arm (all four paws in)

Open Arm Entry OA-Ent rat moves from the Central Platform to an Open Arm (all four paws in)

Closed Arm Return CA-Ret the rat puts only head and forepaws in the central platform, then rapidly re-enters in the closed arm

Closed Arm Walk CA-Wa rat walks in a Closed Arm

Open Arm Walk OA-Wa rat walks in an Open Arm

Central Platform Entry CP-Ent rat moves from an Open or Closed Arm to the Central Platform

Immobile Sniffing (*) p-ISn; u-ISn rat sniffs the surrounding area without walking activity

Corner Sniffing (*) p-CSn; u-CSn  rat sniffs the entrance border of a Closed Arm

Stretched Attend Posture (*) p-SAP; u-SAP rat stretches its head and shoulders forward and then returns to the original position

Head Dip (**) p-HDip; u-HDip scanning over the sides of the maze towards the floor

Rearing (*) p-Re; u-Re rat maintains an erect posture

Defecation (*) p-Def; u-Def excrements are produced

Grooming (*) p-Gr; u-Gr rat licks/rubs its face and/or body

Paw Licking (*) p-PL; u-PL rat licks its paws

Immobility (*) p-Imm; u-Imm an immobile posture is maintained

Table 1. Ethogram of rat behavior in the elevated plus maze test. (*) = the behavioral element is considered protected (p-) 
when performed in the central platform or in a closed arm,  unprotected (u-) when performed in an open arm; (**) = head 
dip is considered protected (p-) only in the central platform and unprotected (u-) in an open arm. 
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Figure 2. Number of different t-patterns on the basis of their length. X-axis= number of behavioral elements encompassed in 
the t-pattern’s structure. Y-axis= number of t-patterns of different composition. Data obtained from the analysis of five 
subjects. 

Discussion 

Present research demonstrates the presence of temporal patterns in the behavior of Wistar rats observed in the 
elevated plus maze test. Pie chart shows that, among the 24 behavioral elements of the behavioral repertoire (see 
Table 1), 14 components represent the 98% of the behavior in the EPM (see Figure 1). On the contrary, 
groomings, immobilities and paw lickings are much more seldomly observed. Such behavioral elements share a 
common aspect: they require, to be performed, an immobile position. Hence it is possible to conclude that naïve 
rats in the EPM show a behavioral repertoire heavily oriented toward locomotion and exploration. Such a result 
appears to be quite noticeable if a comparison with different assays to study anxiety, such as the open-field and 
the hole-board, is carried out. Indeed both in open field and in hole-board groomings, immobilities and paw 
lickings are, by far, much more represented [2][3][4]. We hypothesize that such an important difference could be 
the result of the heavier impact of the EPM in terms of approach-avoidance conflict. T-patterns length 
distribution (see Figure 2) clearly shows that rodent’s behavior in the EPM is well structured from a temporal 
point of view. Taking into consideration the peculiar bottom-up process carried out by THEME’s search 
algorithm, it is quite common the detection of a large basis of two-elements t-patterns and a lower number of 
higher-order and more complex patterns [4][5][6] as the search proceeds. The condition in the EPM is very 
different since three-, four-, and five-elements t-patterns are more represented than two-elements ones. Such an 
evidence suggests that rat’s behavior in EPM has more complex and structured temporal characteristics in 
comparison with open field and/or hole-board [4][5][6].  

The t-pattern in Figure 3 well depicts rodent behavior in the EPM: the animal starts exploring by entering in an 
open arm (OA-Ent) and explores the unprotected zone (u-ISn, OA-WA); after that, the sniffing of central 

Figure 3. T-pattern of 8 behavioral events occurring 12 times. T-pattern tree structure is illustrated in the left box; numbers in
brackets indicate the order of appearance of behavioral events. Onset and occurrences of the detected t-pattern along with
incomplete sub-patterns are indicated in the right box. Data obtained from the analysis of five subjects. See Table 1 for
abbreviations. 
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platform’s corners (u-CSn) is followed by the entrance in the central structure of the maze (CP-Ent); the t-pattern 
ends with the sniffing of a closed arm’s border (p-CSn), followed by the entry in the closed arm (CA-Ent) and, 
finally, a further sniffing activity (p-ISn). Interestingly, such a t-pattern (see Figure 3), as several others detected 
in the same subjects, is structurally organized on the basis of sub-patterns related with the three main  EPM 
sections, that is, open arm, central platform and closed arm. Further studies are in progress in our laboratories to 
deepen and better clarify the temporal features of rodent behavior in the EPM. 
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Introduction 

The Morris water maze (MWM) is a commonly used apparatus for measuring visuo-spatial reference or working 
memory in rodents. In the reference memory task in our lab, mice are trained to locate a submerged platform in a 
circular pool filled with opaque water by using distal extra-maze visual cues. Learning in the MWM is typically 
assessed with measures of performance including latency and distance travelled to reach the platform, as well as 
swim speed and thigmotaxis (the amount of time spent swimming near the walls of the pool). To assess memory, 
probe trials are used in which the platform are removed and the amount of time mice spend in the quadrant of the 
pool where the platform was located and the frequency that they swim across the location of the platform is 
measured. Visual ability and motivation to escape are assessed in training trials with a visible escape platform. 

Although latency and swim distance are the most commonly used measures of learning in the MWM it is not 
possible to determine whether or not mice are using visuo-spatial cues based on these measures of performance 
[1]. Furthermore, latency and distance may not always have sufficient sensitivity to detect impairments in 
learning, because mice that use non-spatial strategies may not differ in performance from those that use visual-
spatial strategies. As mice learn the location of the escape platform in the MWM they typically display a 
progression of search strategies with an increasing use of visuo-spatial cues [2,3]. On the first day of training, 
mice often begin with a random search strategy and then, as training continues, progress to non-spatial 
procedural strategies, such as swimming in a circle around the wall a fixed distance from the edge of the pool, 
then to strategies using extra-maze cues, such as scanning around the general area of the platform. As they learn 
to use the extra-maze cues, mice begin to swim from the release point directly to the platform. Mice may also 
swim in small circles, looping around the maze, engage in thigmotaxis, or float, which may be a result of non-
cognitive factors including impaired motor abilities, stress, or hypothermia [4,5]. 

Latency and distance measures are not able to discriminate between search strategies in the MWM [6]. 
Therefore, using traditional measures of MWM performance without analyzing search strategy use may result in 
incorrect conclusions drawn about visuo-spatial ability. Although search path analysis is important for the 
assessment of learning in the MWM, it is rarely carried out. This may be due to the increased time and labor 
required for these analyses, a perceived lack of objectivity of search path analysis, or the potential for 
experimenter bias in search path analysis. While these limitations can be avoided using data-driven classification 
with relatively sophisticated multivariate statistical techniques, such as discriminate function analysis, this 
requires a large number of behavioural measures to be recorded [6], has not yet been validated across different 
laboratories, and may not be suitable for high-throughput behavioural experiments. 

In order to efficiently categorize MWM swim paths we developed a simple computer program called SwimPath 
to display the image of a swim path and allow the user to indicate which search strategy was used. SwimPath can 
be used in conjunction with commercially available tracking systems. The SwimPath program ensures that the 
scorer is blind to the identity of the mouse and trial number, and allows responses to be recorded electronically 
and exported into a database. To assess the usefulness of this program in detecting strain differences, we 
analyzed the swim paths of male and female mice of five inbred strains which have different levels of visual 
acuity [7]. We also recorded latency and distance to the platform, swim speed, and thigmotaxis, and correlated 
these traditional measures of performance with search strategy use in the MWM. To determine the relationship 
between search strategy and memory we correlated search strategy use on day six of training with performance 
in the probe trial. 
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Methods 

Mice 

Seventy-four mice, with approximately equal numbers of males and females from each of  five strains were 
used: A/J (5F, 4M) and BALB/cByJ (5F, 6M), which are albino; C3H/HeJ (4F, 7M) which have retinal 
degeneration (RD) [8]; BTBR T+ tf/tf (11F, 12M), which have normal vision but are used as a model of autism; 
and C57BL/6J (10F, 10M), which have normal vision.  The mice ranged from 2 – 5 months of age. Mice were 
housed in same sex groups of two to four mice per age and had free access to food and water. The BTBR T+ tf/tf 
mice were provided by Dr. Valerie Bolivar (Wadsworth Center, New York State Department of Health), and all 
other mice were purchased from the Jackson laboratory (Bar Harbor, ME). The protocol for this experiment was 
approved by the Dalhousie University Committee on Animal Care. 

Morris water maze procedure 

Mice were tested in the MWM reference memory task using the procedure described by Wong and Brown [9]. 
The test lasted 8 days, which included  3 days of acquisition training (4 trials/day), 3 days of reversal training (4 
trials/day) (where the platform is moved to the opposite side of the pool), a probe trial  with no platform present, 
and a cued  test with a visible flag added to the platform (4 trials). The latency and swim distance to the 
platform, swim speed, and thigmotaxis were calculated by the tracking program (Watermaze, Actimetrics Inc., 
Wilmette, IL) which also recorded the swim paths, the time spent in each quadrant and the  number of annulus 
crossings in the probe trial. Strain differences for each behaviour were analyzed using a mixed design ANOVA 
for acquisition and reversal, and a between subjects ANOVA for the probe trial. Mice were pooled over sex for 
these analyses. 

Swim path analysis 

The swim paths of the mice were classified into nine different types, which were then combined into four 
strategies: spatial accurate, spatial inaccurate, procedural, and non-cognitive. Spatial accurate strategies consisted 
of (1) spatial direct (Figure 1A), a straight path leading directly to the escape platform, with no turns greater than 
180º or (2) spatial indirect (Figure 1B), a relatively direct path to the location of the escape platform but with 
some deviation away from the most optimal path. Spatial inaccurate strategies were (1) focal-correct (Figure 
1C), swimming towards the quadrant with the escape platform followed by a focused search confined to the area 
immediately surrounding the platform, and (2) focal-incorrect (Figure 1D), swimming directly to a quadrant of 
the pool without the escape platform then searching in this area with circling behaviour. Procedural strategies 
included (1) scanning (Figure 1E), when mice swam selectively in the center area of the pool, (2) looping 
(Figure 1F), a circular path at a similar distance from the wall that the escape platform was positioned, passing 
through at least two adjacent quadrants before reaching the escape platform,. The non-cognitive strategies 
included (1) thigmotaxis (Figure 1G), a path within a 5 cm zone next to the wall of the maze which may include 
sporadic movement away from the walls into the center of the maze, and (2) random (Figure 1H), when the 
mouse did not selectively swim in any area of the pool and contained straight movement or wide circular arcs 
through the center of the pool and (3) circling (Figure 1I), a tight circular path, or a short path with several tight 
circles. When a path contained features of more than one type they were categorized based on which type 
occupied the majority of the path. The SwimPath program (coded in Python 3.2, and can be run on any operating 
system capable of running Python) presented the images to the user in a random order and rotated the image 
randomly 0, 90, 180, or 270º. Each search strategy was assigned to a key, which was used to classify the images 
into one of the nine strategies. 

The proportion of trials in which mice used each of the four search strategies was calculated for all training days 
(not the probe trial) and analyzed for strain differences using a Kruskal-Wallis one way analysis of variance by 
ranks. Post-hoc analyses were conducted using the Mann-Whitney U test. Search strategy use on the last day of 
training was correlated with measures of performance in the MWM on the last day of training and probe trial 
performance using the Pearson product-moment correlation coefficient. 
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Spatial Accurate Strategies  Spatial Inaccurate Strategies 

A) Spatial Direct  B) Spatial Indirect  C) Focal Correct  D) Focal Incorrect 

       
Procedural Strategies  Non‐Cognitive Strategies 

E) Scanning  F) Looping  G) Thigmotaxis        H) Random               I) Circling 

         
     
Figure 1. Example swim paths of the three nine types of search strategies which were classified into three categories: Spatial 
Accurate: A) Spatial Direct and B) Spatial Indirect, Spatial Inaccurate: C) Focal Correct and D) Focal Incorrect, Procedural: 
E) Scanning and F) Looping, and Non-Cognitive: G)Thigmotaxis, H) Random, and I) Circling. 

Results 

Tracking system measurements 

Both pigmented and albino mice performed better than RD mice during acquisition, reversal, probe, and the 
visible platform trials. Within the albino mice, BALB/cByJ often performed better than A/J mice (Figure 2 
A&B). In the probe trial memory test, C57 mice performed the best followed by BTBR, BALB/cByJ, C3H/HeJ, 
and A/J mice (Figure 2 C&D). 

Swim path analysis 

In general all mice began with non-cognitive strategies then shifted to procedural or spatial accurate strategies. 
Spatial inaccurate strategies were rarely used (Figure 3). There were significant strain differences in search 
strategy use on all days except spatial accurate and spatial inaccurate on day 1. By day six of training and on the 
visible platform trials, the C57, BTBR, and BALB/cByJ mice used the spatial accurate search strategies more 
than the A/J and C3H/HeJ mice (Figure 3A). BALB/cByJ mice used the spatial inaccurate strategies more than 
other mice during training and during the visible platform trials (Figure 3B). BTBR mice used the procedural 
strategies more than all other strains on all but day six of training and there were no differences between strains 
in the visible platform trials (Figure 3C). On day one all strains used the non-cognitive search strategies. The 
C57, BALB/cByJ, and BTBR mice quickly reduced their use of non-cognitive strategies over days, but A/J and 
C3H/HeJ did not (Figure 3D). In the visible platform trials the A/J and C3H/HeJ continued to use non-cognitive 
strategies. 

Correlations between swim paths and tracking system measures of performance 

On day 6 of training, use of the spatial accurate strategies was negatively correlated with latency (r=-0.884, 
p<0.001, n=74) and distance (r=-0.858, p<0.001, n=74) to the platform, and thigmotaxis (r=-0.685, p<0.001, 
n=74), and positively correlated with two measures of probe trial performance: percentage of time spent in the 
correct quadrant (r=0.623, p<0.001, n=74), and number of correct annulus crossings (r=0.520, p<0.001, n=74). 
Use of the spatial inaccurate strategies was not correlated with any measures of MWM performance. Use of the 
procedural strategies was positively correlated with distance to the platform (r=0.312, p<0.01, n=74) and swim 
speed (r=0.328, p<0.01, n=74). Use of the non-cognitive strategies was positively correlated with latency 
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(r=0.798 p<0.001, n=74) and distance (r=0.660, p<0.001, n=74) to the platform, thigmotaxis (r=0.862, p<0.001, 
n=74), and negatively correlated with two measures of probe trial performance: percentage of time spent in the 
correct quadrant (r=-0.519, p<0.001, n=74), and number of correct annulus crossings (r=-0.404, p<0.001, n=74). 

Discussion 

These results demonstrate that search path classification using our SwimPath program is able to detect 
differences in learning in the MWM across strains with differing levels of visual ability [10]. Use of the spatial 
accurate search strategy by C57, BALB/cByJ, and BTBR mice, was correlated with shorter latencies and 
distance to the platform and better visuo-spatial memory scores in the probe trial. Use of the spatial inaccurate 
strategy was not correlated with any measures of performance in the MWM, but it was able to distinguish 
between the BALB/cByJ mice and all other strains, indicating that the search path analysis is measuring an 
aspect of MWM performance which is not captured by the performance measures typically used in the MWM. 
The higher use of the procedural strategies in the BTBR mice differentiates them from the BALB/cByJ mice, 
which have very similar levels of spatial accurate and non-cognitive search strategies. Mice using spatial 
accurate strategies had lower latencies and shorter distances to reach the escape platform during training and 
spent more time in the correct quadrant and had more platform crossings in the memory test than mice using 
non-cognitive strategies. These results demonstrate that increased use of the spatial accurate strategies is 
correlated with better performance and use of non-cognitive strategies with worse performance in the MWM. 
Overall we have demonstrated that this method of scoring search strategies is an effective measure of MWM 
performance which is able to detect differences between strains that traditional measures were unable to detect. 
The use of search strategy analysis is the only way to determine whether or not mice are actually using a visuo-
spatial search strategy to learn in the MWM and this has implications for understanding strain differences in the 
neural basis of learning and memory in the MWM. 
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Figure 2. The (A) latency and (B) swim distance to the hidden platform over six acquisition days and the visible platform
trials in the MWM. (C) The percentage of time in the correct quadrant and the (D) number of correct annulus crossings
during the probe trial in the MWM.  A/J and BALB/cByJ are albino, C3H/HeJ have retinal degeneration, BTBR T+ tf/tf
have normal vision but are used as a model of autism, and C57BL/6J have normal vision. Error bars represent the standard
error of the mean 
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Figure 3. The proportion of usage of (A) spatial accurate, (B) spatial inaccurate, (C) procedural, and (D) non-cognitive search
strategies in five strains of mice over six acquisition days and the visible platform trials in the Morris water maze. A/J and
BALB/cByJ are albino, C3H/HeJ have retinal degeneration, BTBR T+ tf/tf have normal vision but are used as a model of
autism, and C57BL/6J have normal vision. Error bars represent the standard error of the mean. 
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Abstract 

In this paper we present our research work on the classification of sleeping postures using pressure sensing. A 
densely pressure-sensor grid placed under the matrass is first used for the posture classification task that will 
serve next as a reference.  Pressure data obtained from 21 subjects for 4 sleeping postures (supine, prone, left and 
right side) has been analysed to determine the optimal location and the number of pressure sensors for an 
efficient sleeping-posture classification system. Obtained settings are used to build the optimal system and a 
second experiment including 11 subjects has been carried out with the new system. The obtained results are very 
promising and show the potential and the interest of the proposed method compared to existing systems. 

Introduction 

Bedridden patients are confined to bed because of illness or infirmity. This category of people requires additional 
care to avoid the formation of pressure ulcers due to the long sleep on the same posture. The pressure applied to 
the skin causes a deprivation of blood on the pressed skin area. If the pressure remains too high on the same spot 
for a couple of hours, skin tissue gets damaged and even may die. Since the discomfort of these pressure ulcers 
for the patients is enormous and the costs for treatment are high, the prevention of pressure ulcers is important. 
Prevention starts with using special materials for mattresses and sheets. In addition the patient is turned every 2 
hours which requires the presence of nurses. In order to reduce nursing costs fewer nurses need to take cares of 
more patients at the same time by noting the time of turning. In the last years a number of lawsuits have happen 
against mistakes in the treatment of bedridden patient. Therefore the automatic monitoring of the sleeping 
postures can be very helpful to avoid mistakes by providing, e.g., alarms in case the posture did not change for a 
long period. It allows also logging of sleeping data and tracing other sleep related issues.  

The topic of posture classification based on pressure data has been mainly researched for applications related to 
sitting [4, 5, 6] and sleeping. In [1] 18 sitting postures have been classified using PCA. In [2] Error! Reference 
source not found.8 sleeping postures have been classified from pressure data based on kurtosis and skewness 
estimation. The alternative approach is to use a camera for posture classification [3]. Many drawbacks can be 
expected using computer vision approaches such as changes in viewing angle, lighting condition, clothing and 
covers. 

Posture Classification System Design 

The goal of this research is to develop an unobtrusive system that measures sleeping postures based on pressure 
sensors. Therefore we have used pressure sensor mats placed under the mattress on top of an additional thin 
mattress. This choice avoids the direct contact of the subject with the pressure sensors and therefore prevents any 
possible safety issue related to the presence of the sensors close to the subject body. In our current research we 
focus on the optimization of the number, location and size of pressure sensors in order to have an efficient 
system in term of posture classification accuracy and costs. First a dense grid of pressure sensors (42x192 
sensors) is used to determine the optimal location and size of the pressure sensors. Then the obtained settings are 
used to build the optimal system. The system works as follows: first a feature vector is extracted from each 
pressure sensor frame. A classifier is trained using features labelled with the sleeping posture. A new feature 
vector is then fed to classifier to obtain the estimated sleeping posture. Different types of classifiers such as 
linear, quadratic, nearest neighbourhood and SVM have been tested with a collected dataset of 21 subjects. 
Figure 1 depicts an example of the 4 most frequent sleeping-postures.  
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Figure 1. A subject during the recording of the 4 analysed postures: supine, prone, left and right side. 

 

Experiments and Results 

In the experiments four TekScan© pressure-sensor mats have been placed between a thin mattress, which is 
placed on the bed slats, and the mattress. A data frame that is recorded by the pressure system is a matrix of 
pressure values ranging from 0 to 255. The sampling rate was set to 1 frame every 3 seconds. In the first 
experiment the sleeping-posture data has been collected from 21 different subjects. Each subject was asked to 
lay-down for about 3 minutes on each of the four chosen posture, i.e., supine, prone, left-side and right-side and 
behave naturally for the chosen posture. For each subject and for each posture 240 frames are recorded to capture 
movement variability. Additionally a full night recordings for about 10 nights from 2 subjects were collected. It 
turned out that collected data is representative enough and similar to the full night recording in term of pressure 
values and patterns. 

The feature extraction is as follows: firstly a coarse grid of bins is defined and secondly the pressure values are 
summed in each bin. Finally the resulting feature vector is normalized by the total pressure to account for weight 
differences between subjects. Different grids of bins have been tested and it turned out that 3x12 and 4x10 bins 
are good choices, see Figure 2. To deal with the differences of subject positions in the bed we compare the centre 
point of gravities and apply linear interpolation techniques. 

Different classifiers have been tested [7] for the task from PRtools matlab toolbox. Table 1 shows the obtained 
error classification results for linear, quadratic, k-NN and SVM classifiers. Two training settings have been used. 
The first setting is subject-split where subjects included in the training are not included in testing. The second 
setting is measurement-split where postures of the same person can be in both training and testing. e.g., left 
posture used for training and supine posture of the same subject is used for testing. This difference in splitting 
did not show significant difference in terms of classification accuracy and showed that the classification does not 
require personalization to achieve high accuracy. This result shows that the system can be pre-trained in factory 
and therefore makes the deployment of the system easier and cheaper. 

 

Figure 2. Pressure frame of left-side posture with the head on the left and the legs on the right. A grid of 3x12 is applied by 
summing the pressure in each cell. 

 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 359



Table 1. Mean and standard deviation of the sleep- 
posture classification error for two training conditions. 

Classifier Subject split Measurement split 

Linear 10.69%±6.8% 9.24%±3.02% 

Quadratic 10.9%±8.1% 11.03%±2.66% 

1-NN 6.66%±5.42% 5.31%±1.86% 

SVM 2.91%±2.91% 2.90%±0.97% 

 

In order to further reduce system requirements in terms of the number of pressure sensors, the size of the bins as 
in Figure 2 is reduced as illustrated in Figure 3. In this case the obtained feature vector of size 36 (3x12) is based 
on less pressure points since the overlaying mattress serves as a spatial low-pass filter, thus this bin-size 
reduction is allowed. To further optimize the sensor layout, different distances between sensors and different 
distances from the mattress border are tested.  

The first experiment was based on the TekScan© pressure-sensor mats that are much narrower than the mattress. 
As a consequence a person may be positioned off the mat. To extent the width of the sensor area we have 
increased the number of rows from 3 to 4 and to end up with about the same number of bins we have decreased 
the number of columns from 12 to 10. As a consequence the length of the feature vector has increased from 36 to 
40. 

For each setting the feature vectors for all subjects are extracted and the train and testing cross-validation 
procedure is applied. Figure 4 shows the results. The left column shows the initial sensor configuration and 
middle column shows the final sensor configuration. The rows illustrate the distance offsets from the left border 
of the mattress. The right column shows the classification error as a function of distance between sensors. The 
optimal settings for a 4x10 sensor grid is a distance of 6 cm between sensors and a left offset of 20 cm from the 
left side (head side). This optimal settings lead to a classification error of 2.22% ± 2.7% (third row). The related 
confusion matrix is depicted in Table 2. Although the sensor size is reduced compared to the first experiment, 
position optimization allowed a good system performance. 

 

Figure 4. Sensor grid optimization by changing the distance between sensors. 

Figure 3. Pressure sensor size used in the first
experiment (left) and second experiment (right). 
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Table 2. Confusion matrix obtained using the optimized hardware 
system (sensor grid of 4x10). 

 Supine Prone Left Right 
Supine 97.22%  2.22%  0%  0.55%  

Prone 0.55%  95.55%  3.88%  0%  

Left 0%  0.55%  98.33%  1.11%  

Right 0%  0%  0%  100%  

 

It is not required to have the sensors lying on a rectangular grid and therefore it could be possible to further 
reduce the number of sensors needed. A forward feature selection algorithm is thus applied to identify the most 
important sensor location. Figure 5 shows the relevance of sensors that are most import for the sleep-posture 
classification. It can be seen clearly that the right part of sensor area (legs and feet) are much less important for 
posture classification. 

Conclusions 

In this paper we investigate the problem of sleep posture classification using pressure sensors placed under the 
mattress. The main application is the monitoring of bedridden subjects for pressure-ulcer prevention. The design 
steps of the system are described and the choice of sensor configuration is presented. The proposed system 
showed a promising performance (about 2% of classification error). As future work we plan to include temporal 
aspects to further improve the classification by avoiding abrupt change between postures.  
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Figure 5. Optimal sensor location map. High
intensity indicates that the sensor is important for
posture classification. 
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Abstract 

Studies of Quantum Dots biodistribution have shown that these nanoparticles accumulate in various organs, 
including brain parenchyma, possibly causing functional alterations. To investigate its potential neurotoxicity, 
we administered QDs to young mice and studied their behaviour during the following weeks. Spontaneous 
locomotor behaviour in the home cage was not significantly altered in treated mice, the Rotarod and Grip 
Strength Meter tests were normal, whereas memory deficits were found with the Novel Object Recognition test 
up to three weeks after the injection. We also found a significant increase in the neuronal excitability of QDs-
treated mice, following the administration of a Pentylenetetrazol challenge. 

Keywords: Nanoparticles, Behaviour, Neurotoxicity, Novel Object Recognition. 

Introduction 

Quantum Dots are nanometre-sized particles generally composed of a heavy metal core made of cadmium-
selenium (CdSe) or cadmium-telluride (CdTe) and a shell made of zinc-sulphide (ZnS) or zinc-selenide (ZnSe) 
to render QDs’ bioavailability [1]. These semi-conductors, fluorescent nanocrystals are gaining increasing 
attention because of the large numbers of potential applications in biomedical research and neuroscience. 
However, the assessment of biocompatibility and biosafety of QDs is a critical issue for further applications as 
diagnostic and imaging tools on humans and still little is known about their potential toxicity. Previous studies in 
our laboratory have shown that QDs accumulate in the liver, spleen, and lungs. Moreover, we found that QDs 
can cross the blood brain barrier and can be observed by means of transmission electron microscopy in different 
cell types (both neurones and glia), both in the nucleus and in the cytosol. 

We hypothesized that nanoparticles in the brain parenchyma may elicit an inflammatory response caused by an 
alteration in proinflammatory and signalling molecule expression, inducing fever and profound psychological 
and behavioural changes generally called ‘‘sickness behaviour’’ [2]. To such aim, we investigated possible 
alterations in basal locomotor behaviour, cognitive functions, and neuronal excitability in QDs treated mice. 
  

Materials and Methods 

BALB/c male mice received a single i.v. treatment (via tail vein), of 10μl/g 40pM QTracker® 800 QDs solution 
(Invitrogen). Animals were housed in PhenoTyper® chambers (45 cm W x 45 cm L x 60 cm H, Noldus 
Information Technology, Wageningen, The Netherlands) from the day of their arrival, under a reversed 12h 
light/12h dark cycle (lights off at 7 AM). Basal locomotor activity of the animals was recorded both before and 
after the treatment. Recognition memory was assessed using the NOR task [3] before the injection (baseline), 
and then 24 hours, 1 week, 2 weeks, and 3 weeks after the injection. Pentylenetetrazol (PTZ), a CNS stimulant, 
was injected 3 weeks after QDs injection.  

Animal activity and behaviour during the NOR test was automatically recorded in the PhenoTyper®. Each 
chamber was divided into two portions with a white plastic divider, so that it accommodated two animals. 
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Automated tracking was performed using the EthoVision XT® software (Noldus Information Technology, 
Wageningen, The Netherlands).  

The distance moved by each animal in the cage and its mean velocity (cm/s), mobility, and immobility durations 
were continuously recorded for 24 hours at different time points: before treatment (baseline), and 48 hours, 1 
week, 2 weeks, and 3 weeks after treatment.  

The NOR test consists of two phases, a sample trial (10 min duration) and a choice trial (5 min duration) with 60 
min retention interval between the two (see Figure 1). During the sample trial two identical objects were placed 
in the PhenoTyper cage 10 cm away from the sidewalls and 7 cm from each other. The animal was left 
undisturbed for the delay period and then presented with a third copy of the previously seen objects and with a 
new one. To place and remove objects mice were confined at the end of the cage by the use of a mobile separator 
made of paper, which allows placing objects in the correct position without being seen by the animal. Ten 
different objects (in triplets) made of plastic, wood or glass that differed in terms of height, colour, shape and 
surface texture are used. The objects are fixed to the floor of the arena with tape to ensure that the mice could not 
displace them, they had no known ethological significance for the mice, and had never been paired with a 
reinforcer. Pilot studies ensured that mice of the BALB/c genetic background strain could discriminate between 
the objects, and there was no per se preference for one of these objects. The position and the identity of the novel 
object and familiar object were randomized between animals. The time spent exploring the objects was recorded. 
Exploration was defined as touching and sniffing the objects or directing the nose to them at a distance ≤ 2 cm. 
Discrimination ratio was used as an index of recognition memory, i.e. percentage of time spent exploring the 
novel object, relative to the total time spent exploring both objects ((tnovel/tnovel+tfamiliar)*100). Values higher than 
50% suggest preference for the novel object.  

In order to exclude a decreased object exploration due to impairments in locomotor functions animals were 
tested immediately after the NOR test for coordination and strength. Coordination and balance of the animals 
were measured with the Rotarod test (Ugo Basile, Comerio, Italy). Forelimb strength was assessed with the Grip 
Strength Meter test (Ugo Basile, Comerio, Italy).  

To test further a possible alteration in neuronal excitability we injected PTZ i.p., a CNS stimulant with pro-
convulsivant properties, 3 weeks after QDs injection. Latency from PTZ injection to 5 different convulsive 
stages was measured [4]. 

 Stages 1-3: hypoactivity and abdomen on bottom of the cage; twitches; mouse falls but recovers. 

 Stage 4: falling and forelimbs parallel to body axis and stiff. 

 Stage 5: major convulsion resulting in death. 

Animals were sacrificed after a period of 30 minutes elapsed from stage 4. However, all animals reached stage 5 
before this cut off. 

 

Sample trial 10’ Choice trial  5’

Delay 60’

 

Figure 1. Schematic representation of novel object recognition test. 
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Results and Discussion 

Analysis of mice locomotor activity inside the chambers revealed no differences between QDs treated mice and 
controls in any of the considered parameters and time points. Rotarod and Grip Strength Meter tests revealed no 
differences between control and treated animals at any of the five time points. The NOR test revealed no 
differences between control and treated mice at baseline, 24 h, 1 week, 2 weeks but a difference was found in the 
discrimination ratio at 3 weeks after the treatment (t14=4.283, p<0.01, see Error! Reference source not found.). 
In the PTZ challenge significant differences emerged between controls and treated mice in latency to death from 
injection (t21=2.331; p=0.0298), and latency to stage 4 onset from the injection (t21=2.508; p=0.0204, see Error! 
Reference source not found.Error! Reference source not found.).	 Data indicates that exposure to QDs 
induced a decrease in NOR performance over time, with an impairment at 3 weeks. Decrease in NOR 
performance might be caused by the presence of exogenous compound in the brain parenchyma, which can cause 
inflammatory response resulting in functional alterations. Data from the PTZ challenge show an increased 
duration of the seizures after the injection in control mice, that is, QDs treated mice died sooner than control 
ones after the treatment indicating an increased neuronal excitability possibly related to the presence of QDs in 
brain parenchyma.  

Ethical statement 

The experiments received authorisation from the Italian Ministry of Health, and are conducted following the 
principles of the NIH Guide for the Use and Care of Laboratory Animals, and the European Community Council 
(86/609/ EEC) directive. Mice are housed and used according to current European Community rules. 
Experiments on mice are approved by the research committees from the University of Verona and Italian 
National Institute of Health. 
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Figure 3. PTZ challenge results, latency from injection to
death and stage 4. 
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There are many long-term missions that are performed by small crews in isolation. As examples we can mention 
missions performed on the international space station, polar research stations, submarines, oil platforms, 
meteorological stations and etc. Success of such missions strongly depends on emotional states of the crew 
members as well as on interpersonal relationships between them. Emotional problems of crew members and/or 
conflicts in a team can lead to a complete failure of a whole mission. The problem of the psychosocial health is 
also very important because the long-term isolated missions are usually accomplished by extreme physical 
conditions (such as weightlessness, low or high temperature, radiation, bad lighting and so on) which often have 
a strong and negative influence on the psychosocial atmosphere in the team. Moreover, these missions are also 
accomplished by negative psychological factors such as the isolation itself, spatial and social confinement, risks 
and so on. In this context it is very important to develop methods for monitoring and improvement of 
psychosocial atmosphere in isolated goal-oriented teams. In the present work we address the question of 
measuring of emotional states and interpersonal relations of small crews performing long-term missions in a 
strong isolation. 

Among the methods for monitoring of psychosocial atmosphere we can distinguish the following three classes: 
usage of questionnaires, monitoring of nonverbal behavior (facial expressions [1,2], body movements [3,4], 
voice intonations [5]) and monitoring behavior of team member in cooperative computer games [6,7,8]. One of 
the advantages of methods based on questionnaires is that crew members can directly provide comprehensive 
information about their emotional states and interpersonal relations. However, people can be biased and not 
honest especially if they need to reveal their feelings and their vision of the conflicts that they are involved in. 
Moreover, a regular answering of extensive questionnaires can be very boring. In this context two other 
approaches becomes very useful. By nature people express their emotions through facial expressions and voice 
intonation which makes monitoring of nonverbal behavior very interesting. Interpersonal relationships are 
naturally expressed through interactions between people. In this context a use of computer games is very 
promising because they provide a way to formalize and simplify interactions between people as well as an easy 
way to measure behavior. More details about strength and shortcomings of different approaches as well as how 
they can be combined can be found in our earlier works [9,10] in which we described the design of our 
monitoring system used within the Mars-500 isolation experiment [11]. 

In the Mars-500 isolation experiment six participants have been isolated for 520 days to model a flight to Mars. 
Within this isolation experiment the six crew members biweekly participated in our experiments which were 
approximately half-an-hour long each. In the experiments the participants interacted with each other using 
software that we have provided. The interaction consisted of playing computer games and teaching each other. 
During the experimental sessions we made video records of the facial expressions of the participants. This work 
presents analysis of the obtained videos. 

The extraction of the facial expressions from the video was done by FaceReader [12] software developed by 
Noldus Information Technology Company. The software automatically recognizes facial expressions by 
distinguishing six basic emotions plus natural. The accuracy of the facial expressions recognition was reported to 
be about 89%. More particularly, FaceReader classifies happy, angry, sad, surprised, scared, disgusted and 
neutral. The facial expressions recognition is based on Ekman and Friesen’s theory of the Facial Action Coding 
System (FACS) that states that basic emotions correspond with facial models [13]. 

In total 33 experiments have been conducted. Every experiment provides 6 videos corresponding to different 
participants of the experiment. The average duration of the video is about 30 minutes. 
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To detect a long-term effect of the isolation on the emotional states of the crew members we have analyzed how 
different components of the facial expressions changes with time. The video data has been separated into two 
approximately equal parts: before the simulation of the landing on Mars and after that. The difference between 
the average components of the facial expression, corresponding to the two parts of the experiment, has been 
calculated. The statistical significance of the difference between the average values has been estimated and 
found to be low (ranging from 0.06 to 0.73 for different crew members). 

To study the short-term effects we have studied a correlation between the facial expressions from the 
neighboring experiments (i.e. experiments separated by two weeks). To derive information about the 
interpersonal relations in the crew we have analyzed correlation between facial expressions of different crew 
members. The Pearson product-moment correlation coefficients between the components of the facial expression 
of different participant were found to be very low. However, the statistical significance of the values is very 
high. To study the relation between the facial expressions of different crew members in more detail, we have 
considered the joint distributions of the components of the facial expressions corresponding to two different crew 
members. Deviations of these distributions from the distributions of unrelated variables have been calculated and 
found to be statistically very significant. The relation between the emotional states of different crew members 
can be used as a measure of how emotionally bound two persons are. The form of the relation can be used not 
only do describe the strength of the bonding but also its type. 

To get more information about the emotional states of the crew member within a given experiment we have 
analyzed not only the distribution of different facial expressions but also their time dynamics. In particular we 
analyzed how stable different emotional states (facial expressions are) and how frequently they changes. 

To find the most condensed and complete description of the facial expressions we searched for independent 
degree of freedom in the components of the facial expressions. In order to get a better intuition of the emotional 
states of the crew member we used the FaceReader to extract a set of the most representative facial expressions. 
The representative expression can be used by people to interpret the emotional states of the crew members and 
then the real facial expression can be replaced (as an approximation) by the closest representative expression. 

We have also presented general recommendations to researches and potential participants of similar experiments 
to help to prevent problems that we have encountered during our experiments. 
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Abstract 

Behavioral observation of teams is critical not only for team research, but also for leadership trainings. However, 
most current behavior observation methods used in team research often rely on manual video annotation which is 
time consuming and thus costly. In our work, we follow a sensor-based approach to automatically extract 
important pattern that capture conversational structure. Relying on automatic speaker detection from multiple 
microphones, we first employ a rule-based clustering to measure the proportions of typical conversational 
regimes taking place in a conversation and extend our method to learn more complex regimes from data using 
finite mixture models. Furthermore, we investigate the use of motion activity cues extracted from motion 
sensors. We apply our methods to a recent study on leadership in small groups and show how team meetings can 
be characterized. 

Introduction 

Conversation regimes characterize who speaks with whom in the course of a conversation. Typical pattern that 
can occur in a three person meeting are monolog, dialog and chat. In monologs, only one person speaks while 
other persons listen, whereas in dialogs two persons speak in an alternating manner. In the Chat regime all three 
persons participate in the part of the conversation and talk equally much. For a three person meeting all possible 
combinations are illustrated in the top line of Figure 2. 

In this work we will focus on clustering such conversation patterns from audio recordings in a meeting scenario 
including three participants. We will first employ a rule-based clustering to illustrate the benefit of clustering. 
Second, we will use Gaussian Mixture Models to cluster conversational slices that are described by speech cues 
in order to capture more of the conversational dynamics. Additional to the speech modality, we apply the 
clustering method to motion data. 

Related Work 

Previous work on automatic analysis of social interactions in small groups dealt with automatic inference of 
conversation structure, analysis of social attention and the detection of personality traits and roles. A review on 
the on the topic can be found in [1]. These works mostly relied on computer vision based techniques and speech 
related cues such as speaking length, speaker turns and number of interruptions. Conversational patterns have 
been discovered using topic models in [2] and conversational scenes have been modeled with Dynamic Bayesian 
Networks in [3]. Wearable sensors in form of sociometric badges have been employed by Pentland and 
collaborators to measure “honest signals” in daily life [4]. In addition to speech activity cues as in [2], we 
investigate motion activity cues extracted from data measured with on-body motion sensors. 

Methods 

The complete processing chain is illustrated in Figure 1. Speaker diarization was performed by employing a 
threshold based approach. On a sliding window (length: 25~ms; step size: 10~ms) the signal energy was 
calculated for each group member. Speech was detected if the energy difference between the group members’ 
energy value and the mean value of the other group members was greater than an empirically set threshold. 
Speech activity segments shorter than 30~ms were then removed and segments of the same speaker within 
1000~ms were merged.  
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Figure 1. Processing steps. 

 

To summarize the speech status of each group member over a two minute period conversational slices are 
extracted. Based on the speech activity cues proposed in [2], we calculate for each slice the following speech 
activity cues: total speaking time, number of short utterances as well as median and inter-quartile-range of the 
turn duration. We choose two minute slices because it resembles a rough minimum of a dialog length if one 
assumes that one speech act is about 30 seconds in length and that it requires a minimum of two alternating turns 
of each person.  

For the rule-based clustering, we only use the total speaking time of each group member per conversational slice. 
We define seven clusters that correspond to the conversational regimes monolog, dialog and chat as follows: In a 
monolog one group member speaks more as twice as much as each other group member, in a dialog two group 
members speak more as twice as the third group member each. The chat regime captures all other cases. 

In order to incorporate more of the discussion dynamics, we also learn Gaussian Mixture Models with k (k 
between 1 and 10) mixture components using for each group member the above mentioned speech activity cues 
as observed data. The emission probabilities are modeled as single 12 dimensional Gaussians with diagonal 
covariance and all model parameters are learned with the Expectation Maximization Algorithm (see [5] for more 
on mixture models). 

One important parameter to estimate is the number of mixture components, which we assume to be equal to the 
number of clusters in the data. As we are interested in clusterings that are most reliable against noise in the data, 
we follow a resampling approach to evaluate cluster stability for a different number of components. We employ 
the cluster stability criterion presented in [6] which measures the similarity of clustering solutions that were 
obtained on random subsets of the data to the solution that was obtained on the complete data set.  

The principle of clustering conversational slices can be generalized to other modalities. As an example, we show 
how the method can be used to discover conversational clusters from motion data. Analogous to above, each 
conversational slice can be represented through a set of motion activity cues which simply capture the activity of 
each body limb in terms of movement time and the number of short movements. 

Data Set 

We apply the clustering methods to a recent study on leadership behavior [7] in which groups of three 
participants were led by two different types of leaders. Fifty-five groups were asked to work on a hidden-profile 
decision making task to rank four fictive candidates with regard to their suitability for an open job position. 
Under the guidance of the group leader, the group had to discuss the suitability of each candidate and agree on a 
rank order which served as a measure of group performance. Groups with an individually considerate leader who 
encouraged all team members to contribute to the solution achieved a higher performance as opposed to groups 
that were lead authoritarian. 

In the experiment each group member was equipped with a separate clip-on lapel microphone to record the 
speech of all group members (sampling frequency 44.1 kHz). Additionally, the upper body motion of each group 
member was captured with six inertial measurement units (XSens MTx) which were located on the lower arms, 
the back and the head (sampling frequency 32 Hz). In total, the data set contains 44 group discussions (16 groups 
were led authoritarian and 18 with individual consideration) with three participants each.  Our data set totals to 
over 15 hours of discussion time. 
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Results and Discussion 

In Figure 2 the results of the rule-based clustering solution are shown in terms of the mean speech distribution 
and the corresponding mean head orientation. The different types of conversation regimes are identified as 
expected. In case of monologs, one group member dominates in terms of speaking length. It appears natural that 
the speaker is looked at, which we can infer from the mean head orientation. In case of dialogs, speech is 
distributed across two speakers and considering the mean head orientation we can confirm that the dialog 
partners are orientated towards each other. To illustrate how the clustering solutions can discover some of the 
reasons why groups of individually considerate leaders achieved higher group performances, we present the 
cluster distributions across all groups. The bottom line of Figure 2 displays the mean and standard deviation of 
the relative amount of time that each cluster is present in a group discussion. In the experiment the leader was 
always person P1. As one can see, groups that were led by individually considerate leaders stayed longer in the 
regimes in which persons P2 and P3 speak with each other. This suggests that individually considerate leaders 
gave their followers more room to talk to each other which in turn led to more information being shared and thus 
higher group performance. The results of the model based clustering of speech activity cues are presented in the 
top of Figure 3. Not considering the trivial clustering solution of one cluster, we find from the stability analysis 
(top left) that models with four components are most stable in our data. The found clusters can be described by 
their corresponding cluster means which are illustrated in the top right of Figure 3 (different colors encode 
different group members).  Cluster 1 represents conversational slices in which person P2 speaks mostly, while 
person P1 contributes with varying turn lengths. Person P3 speaks most in Cluster 2 and P1 acknowledges with 
short utterances. In Cluster 3 person P1 speaks most with long turns and person P2 and P3 acknowledge with 
short utterances. Finally, Cluster 4 represents conversational slices in which the group members talk with short 
utterances.  

The bottom of Figure 3 presents the results of the cluster analysis in which we used motion activity cues to 
capture the movement of the lower arms, the back and the head during the conversational slices. The stability 
analysis suggests three clusters, which as we can see from the cluster means belong to slices in which one of the 
group member was active while the others did only shortly move their upper body limbs.  

 

Figure 2. Rule-based conversational regimes with their corresponding speech distribution and mean head orientation. Only 
the speaking length of each group member per conversational slice was used for the clustering. Button row: Cluster 
distribution across discussions with two different leadership types. 
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Figure 3. Top left: Cluster stability of speech activity cue based mixture modeling for different number of mixture 
components. Top right: Cluster means of the clustering solution for k = 4. Bottom left: Cluster stability using motion activity 
cues. Bottom right: Cluster means of the clustering solution for k = 3. 

 

Conclusion 

We have presented a rule-based method to cluster conversational slices into meaningful regimes and 
demonstrated their usefulness to discover possible reasons for higher group performance in a recent study on 
leadership. Furthermore, we have shown how speech and motion activity cues can be used to cluster 
conversational slices. While the clustering solutions based on speech activity appear to be stable and meaningful, 
the clusterings of simple motion activity cues appear to be less stable, suggesting that simple motion activity 
cues do not capture enough of the nonverbal communication expressed by body motion. In future, we will 
investigate other clustering algorithms and more meaningful motion cues such as head nodding, gesticulating 
and body postures. 
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Abstract  

A method is proposed to validate Microsoft’s Kinect as a device and, hence, to enable low fidelity, unobtrusive, 
robust sensing of behavior. The Xsens MVN suit is proposed as the measurements’ ground truth. An overarching 
framework is introduced that facilitates a mapping of both devices upon each other. This framework includes a 
complete processing pipeline for both the Xsens and the Kinect data, recorded in parallel, which, at the end of 
both pipelines, are mapped upon reach other. Next, two strategies are presented that aim to interpret the data 
gathered. We close with a brief discussion on the pros and cons of the protocol proposed. 

Introduction 

In November 2010, Microsoft launched its Kinect, a motion sensing input device, as an alternative game 
controller for Xbox 360 video game consoles. Kinect competes with game controllers such as the Nintendo Wii’s 
Remote Plus and Sony Computer Entertainment’s PlayStation 3 Eye motion controllers. However, the Microsoft 
Kinect can also be used for various other applications than games. This has drawn the interest from science and 
engineering to this game controller. Also Kinect’s low price (i.e., approx. €100,-), compared to that of other 
(traditional) scientific tools, has added to the interest it receives from science and engineering. Already within 
months from the introduction of the Kinect, various researches were presented and the first papers were 
published. The Kinect has already been used in various domains for several applications. For example, Gallo and 
colleagues [1] employed the Kinect to enable controller-free exploration of medical image data; Chang and 
colleagues [2] developed a Kinect-based system for physical rehabilitation; and Kamel Boulos and colleagues 
[3] introduced Kinoogle, a Kinect interface for interaction with Google Earth. This triplet illustrates the vast 
amount of research and development that has already been done using the Kinect, within two years since its 
introduction. 

This article addresses yet another application domain for the Kinect: sensing behavior. This domain is not new 
[4,5]; however, the Kinect can make sensing behavior affordable for every day’s (real world) practice. Next, in 
Section 2, we present our research rationale including its key elements. In Section 3, we discuss our quest 
towards low fidelity, robust, unobtrusive sensing of behavior. Its essence is a method to validate the Kinect for 
(real-time) behavior classification, using the Xsens suit (see also [6]). We close this article with Section 6, which 
provides a brief discussion and the conclusion. 

On sensing of behavior 

Traditionally (e.g., in experimental psychophysiology), “human motor activity is indexed by surface 
electromyography (EMG), which requires the placement of electrodes on the skin surface. This limits the 
mobility of the subject and reduces the possible contexts in which motor responses can be recorded and 
evaluated. In addition, EMG captures only the activity of specific muscle groups … .” [7]. With the rise of 
computing power and the steep progress of image processing and computer vision, behavior monitoring became 
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possible via the visual domain [4,5]. However, as with EMG-based monitoring, computer vision-based 
monitoring of human behavior requires a very high level expertise and rather expensive apparatus [7,8]. With the 
Kinect these two issues seem to resolve and, additionally, traditional computer vision is augmented with an 
infrared (IR) depth sensor [9]. Sensing behavior is easier said than done. It starts with agreeing upon a definition 
of behavior. Although all of us have an intuitive understanding of what behavior is, providing a stipulate 
definition remains challenge. In particular, in engineering human-related concepts, such as behavior is, are often 
ill defined; in other words, such research has poor construct validity. To tackle this traditional flaw, we define 
behavior as an observable, measurable movement of some part of the body through space and time. Moreover, 
we further specify behavior by providing concise definitions of motion, action, and activity, as given in Table 1. 

Validation of the Kinect: An overarching framework 

In parallel, motion data is captured with the Kinect camera and the Xsens MVN body suit. An overarching 
framework is designed that includes two processing pipelines that are connected at their start (i.e., the data 
acquisition) and at their end (i.e., their mapping); see also Figure 1. First, we will describe the Xsens processing 
pipeline. Second, we will describe the Kinect processing pipeline. Third and last, we will describe their mapping. 
The Xsens body suit captured motion via 17 inertial motion trackers (i.e., 3D gyroscopes, 3D accelerometers, 
and 3D magnetometers). Their data is sent to the affiliated MVN suit, which saves it as a Biovision Hierarchy 
file (BVH) file, an animation file type (see also Figure 1). The Kinect captures an infrared signal (IR) and a 
video (RGB) stream in parallel. Both are sent to the newly developed ONI (OpenNI) recorder, which was 
founded on the Nestk library [10]. The ONI recorder generates an ONI file, which is sent to the newly developed 
Kinalyze module. The Kinalyze module converts the ONI file to a BVH file. Hence, both processing pipelines 
have a BVH file as output, which can be mapped upon each other. Having two BVH files, one that originates 
from the Xsens body suit and one that originates from the Kinect, a mapping between them can be realized. This 
requires the alignment of both data files. Next, a digital human model (DHM) through time has to be generated 
using both BHV files. To realize this, angles between joints have to be determined. Subsequently, the 
movements of the DHM have to be interpreted, which depends on the context of use. This phase of interpretation 
will be discussed next. 

 

Table 1. Classification of four level of behavior: motion, action, and activity, adapted from Chaaraoui et al. [8] 

 Time window Description 
motion (parts of) seconds Image segmentation, movement detection, and gaze and head-pose 

estimation. 
action seconds – minutes Identify interaction of users with objects. Recognize primitives such as 

sitting, standing, walking, and running. 
activity minutes – hours Sequence of actions with a particular order. Subsequently, recognition of 

daily activities (e.g., cooking or showering). 

 
 

 

Figure 1. An overarching framework or processing pipeline for mapping the Xsens body suit data and the Kinect data upon 
each other. 
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Towards low fidelity, unobtrusive, robust sensing of behavior 

Microsoft Kinect and the Xsens MVN exploit distinct modalities that can be used in parallel, hardly without any 
restrictions. This enables parallel data gathering for both devices. As such, an optimal set up can be achieved to 
validate the precision of the Kinect’s measurements in practice. Although, the Kinect has been evaluated for 
kinematic measurement [9,11], to the authors’ knowledge, it has not yet been compared directly with the Xsens 
MVN suit as a solid ground truth. When tracking of motion, action, and activities with a high temporal and 
spatial precision is needed, Xsens is the preferred device among this duo [6]. However, in practice, for various 
(real life) applications activity monitoring is at hand (see also Table 1), where precision in both the temporal and 
spatial domain is less important and ease of use is crucial. In this case, Kinect could provide an interesting low 
fidelity alternative, as it enables unobtrusive and robust sensing of activity and behavior [cf. 1,2,3,9,11]. 

One of the core differences between the output of Xsens and Kinect is the DOF in their measurement [6]. Xsens 
provides 45 DOF model (i.e., 23 segments and 22 joints) to characterize movements, where Kinect relies on 15 
DOF (i.e., when using the ONI skeleton tracking algorithm). This is a crucial distinction when analyzing motion 
and action. The software packages available with both Xsens and Kinect support the use of skeleton models, 
which provide accurate modeling of motion and, subsequently, action. This enables knowledge-based dimension 
reduction. Depending on the task or context at hand, possibly only parts of the models are of interest. For 
example, when sitting behind a desk, the lower part of the body is of little interest. We will select the appropriate 
DOF of Xsens and, subsequently, select Kinect’s DOF that map upon Xsens’s DOF. Where no mapping is 
possible, we aim to determine mappings by way of interpolation. 

An alternative for knowledge-based dimension reduction, as can be done using skeleton models, is data-driven 
dimension reduction. To exploit this, a set of standard motions, actions, and activities will be identified. 
Participants in experiments will be asked to execute these motions, actions, and activities, while wearing the 
Xsens MVN suit and while being observed by the Kinect. Offline signal processing and classification of the 
signals can be utilized to explore possible mapping between the signals generated by both devices. In a nutshell, 
of both devices the signals are captured, the signals are processed. A measurement space is defined, 
preprocessing (e.g., filtering and artifact removal), synchronization, and segmentation is applied. Next, features 
and, subsequently, their parameters are extracted from each of the signals. A pattern space is identified and 
appropriate parameters are selected, which results in a reduced pattern space. This pattern space is fed to a 
classifier (e.g., principal component analysis or a support vector machine, SVM). In case of supervised learning 
(i.e., the SVM), errors in the classification process are detected and the classification process is adapted. Note 
that the latter phase requires appropriate validation, which can be realized by separating training and test sets or 
by conducting cross validation. 

Conclusion 

This article merely proposed a method to validate Microsoft’s Kinect as a device to enable low fidelity, 
unobtrusive, robust sensing of behavior. The Xsens MVN suit is presented as means to establish the 
measurements’ ground truth (cf. [9,11]). To facilitate this, an overarching framework has been presented that 
facilitates the mapping of both devices’ data streams. Moreover, the required alignment of both data streams is 
discussed to achieve this mapping. 

The Kinect has tremendous advantages compared to most other devices. However, similar as most computer 
vision based approaches, the Kinect suffers from the physiognomies of body and faces. These vary considerably 
among individuals due to age, ethnicity, gender, facial hair, cosmetic products, and occluding objects (e.g., 
glasses and hair). Furthermore, both body and face can appear to be distinct from itself due to pose and/or 
lighting changes, or other forms of environmental noise. When the Kinect indeed would prove itself as a low 
fidelity, unobtrusive, and robust device for sensing of behavior, this could yield significant progress on 
measuring behavior in general [9,11] (cf. [1,2,3]). Its broad usage has the significant advantage that software 
packages are constantly both improved and extended (e.g., [10]). High level programming languages enable easy 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
374 Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman



access, processing, and interpretation of Kinect data. Consequently, we expect that the measuring behavior 
community will embrace the Kinect and include it in its standard measurement setups. 

Acknowledgments 

This publication was supported by the Dutch national program COMMIT (project P7 SWELL). The authors also 
thank Joop Kaldeway (Utrecht University of Applied Sciences) and Tim Bosch (TNO) for their comments. 
Further, the authors gratefully acknowledge the two anonymous reviewers for their to the point and constructive 
remarks. 

References 

1. Gallo, L., Placitelli, A.P., and Ciampi, M. (2011). Controller-free exploration of medical image data: 
Experiencing the Kinect. In M. Olive and T. Solomonides (Eds.), Proceedings of the 24th International 
Symposium on Computer-Based Medical Systems (CBMS) (Bristol, UK, 27-30 June 2011), 1-6. 
Piscataway, NJ, USA: IEEE. 

2. Chang, Y.-J., Chen, S.-F., Huang, J.-D. (2011). A Kinect-based system for physical rehabilitation: A 
pilot study for young adults with motor disabilities. Research in Developmental Disabilities 32(6), 
2566-2570. 

3. Boulos, M.N.K., Blanchard, B.J., Walker, C., Montero, J., Tripathy, A. and Gutierrez-Osuna, R. (2011). 
Web GIS in practice X: a Microsoft Kinect natural user interface for Google Earth navigation. 
International Journal of Health Geographics 10(1), 45. 

4. Klein Breteler, M.D., Meulenbroek, R.G.J., Gielen, S.C.A.M. (1998). Geometric features of workspace 
and joint-space paths of 3D reaching movements. Acta Psychologica 100(1-2), 37-53. 

5. Noldus , L.P.J.J., Spink, A.J., Tegelenbosch, R.A.J. (2001). EthoVision: A versatile video tracking 
system for automation of behavioral experiments. Behavior Research Methods, Instruments, & 
Computers 33(3), 398-414. 

6. Roetenberg, D., Luinge, H, and Slycke, P. (2008). 6 DOF motion analysis using inertial sensors. In 
Proceedings of Measuring Behavior 2008: 6th International Conference on Methods and Techniques in 
Behavioral Research (Maastricht, The Netherlands, 26-29 August 2008), 14-15. Wageningen, The 
Netherlands: Noldus Information Technology. 

7. Vousdoukas et al. (in press). SVMT: A MATLAB toolbox for stereo-vision motion tracking of motion 
reactivity. Computer Methods and Programs in Biomedicine. 

DOI: http://dx.doi.org/10.1016/j.cmpb.2012.01.006 
8. Chaaraoui, A.A., Climent-Pérez, P., and Flórez-Revuelta, F. (2012). A review on vision techniques 

applied to human behaviour analysis for ambient-assisted living. Expert Systems with Applications 
39(12), 10873-10888. 

9. Dutta, T. (2012). Evaluation of the Kinect sensor for 3-D kinematic measurement in the workplace. 
Applied Ergonomics 43(4), 645-649. 

10. Burrus N. (2012). Developing your own software based on the nestk library. 
<http://labs.manctl.com/rgbdemo/index.php/documentation/nestk>. Accessed 1 July 2012. 

11. Ray, S.J., Teizer, J. (2012). Real-time construction worker posture analysis for ergonomics training. 
Advanced Engineering Informatics 26(2), 439-455. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 375



Sonification of Experimental Parameters as a New Method for 
 Efficient Coding of Behavior 

Andrea Ravignani1, W. Tecumseh Fitch2 

Department of Cognitive Biology, University of Vienna, Vienna, Austria. 

1andrea.ravignani@univie.ac.at, 2tecumseh.fitch@univie.ac.at 

Abstract 

Cognitive research is often focused on experimental condition-driven reactions. Ethological studies frequently 
rely on the observation of naturally occurring specific behaviors. In both cases, subjects are filmed during the 
study, so that afterwards behaviors can be coded on video. Coding should typically be blind to experimental 
conditions, but often requires more information than that present on video. We introduce a method for blind-
coding of behavioral videos that takes care of both issues via three main innovations. First, of particular 
significance for playback studies, it allows creation of a “soundtrack” of the study, that is, a track composed of 
synthesized sounds representing different aspects of the experimental conditions, or other events, over time. 
Second, it facilitates coding behavior using this audio track, together with the possibly muted original video. 
This enables coding blindly to conditions as required, but not ignoring other relevant events. Third, our method 
makes use of freely available, multi-platform software, including scripts we developed. 

Keywords. Sonification, blind coding, observational data, scoring behavior, experimental condition, behavioral 
observation, animal behavior, playback experiment, Python, ELAN. 

Introduction 

Experimental research in behavior and cognition often follows a typical methodological pattern. While a subject 
is exposed to several conditions, its reactions are videotaped. Afterwards, the researcher scores these data by 
blind coding specific behaviors from the video. 

We developed a method that allows for an easy and more ergonomic video coding of behaviors and reactions, 
particularly suited for playback studies. While the person coding the video is busy with her visual task, she may 
need further information other than that visible in, or audible from, the original recording. Similarly, when a 
video is to be coded blindly, and its audio track must therefore be silenced, the coder nonetheless needs temporal 
guidance on what specific behaviors to code and at what point in time. In our approach, such information is 
broadcasted to the coder by the occurrence of specific sounds, played synchronously with the video. 

Methods 

The crucial innovation in our approach is to have an audio track where all aspects of the experiment relevant to 
video coding are mapped to sound (that is to say, “sonified”). Here we outline the step-by-step procedure that 
can be used to achieve this auditory-aided video coding (see Figure 1). The emphasis is on the methodology and 
the conceptual approach used, rather than the specific pieces of software employed. Therefore, in the rest of the 
section, the general description of each step is followed by a short description of the specific software solution 
we chose. Our choices, however, do not preclude alternative solutions. 

1. While filming, the experimenter keeps a log of the events that, not being present on video, she would 
still like to include at the time of coding. Alternatively, the experimenter may use experimental software 
that automatically keeps a log with time and type of experimental conditions. For example, on Mac OS 
X platforms, Playback 3.0 [1] offers such a possibility for playback experiments (see reference [1] for 
download instructions), and its output are plain txt files. In any case, a log can be thought of as a list of 
different events whose time of occurrence is specified. 
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2. The experimenter decides what sound to associate with which type of event. Our first choice, dictated 
by perceptual saliency, has fallen on pure tones that differ by more than one octave in frequency. 
However, alternative solutions are easily implementable. 

3. The log of events is transformed into an audio track, where each type of sound has a different meaning. 
Therefore the experiment has an “auditory counterpart” associated, spanning its entire duration in real 
time (see Figure 2). This is accomplished using a Python (Python 2.x, www.python.org) script we 
wrote, whose source code is available from the first author upon request. Python is a high-level, multi-
platform programming language, built-in in Mac OS X and also available for download to Windows 
and Linux users. In particular, our script only makes use of libraries already included in Python, 
therefore avoiding additional installations. 

What follows is the pseudocode on which our sonification script is based, enabling interested 
researchers to create an alternative version of the script using their preferred programming language. 

 Create a silent audio file spanning the entire duration of the experiment. 

 Create a different sound for each relevant event. 

 For each time step in the audio file. 

o If an event requiring sonification is present. 

 Insert the corresponding sound in the audio file. 

4. Audio and video are easily synchronized by manually trimming the onset of the first event in the video. 
For the case of playback experiments, this is equivalent to trimming the video up to the first stimulus 
onset. Synchronization accuracy depends on the quality and accurateness of the event log (see point 1). 
In studies requiring high synchronization accuracy, researchers should opt for a computer-based log-
keeping system. An upper bound for the precision of the synchronization, on the other hand, is 
determined by the video frame rate. Trimming can be accomplished using any video editing software. 
iMovie (included in Mac OS X, our choice for testing the system), Windows Movie Maker (built-in in 
Windows) and Apple QuickTime (both platforms) are, for instance, uncomplicated, free solutions. 

5. Videos can be coded using a wide array of available software. We tested our system using the freely 
available video annotation software ELAN [2-3], which runs on Windows, Mac OS X and Linux 
platforms (see reference [2] for download). In ELAN, when simultaneously importing audio and video 
files, their onsets get automatically aligned. Therefore, once the video has been trimmed (see point 4), 
the audio-video synchronization is straightforward and automatic. 

6. An additional Python script (also available on request) can be used to check whether the behaviors and 
reactions coded satisfy the conditions originally imposed by the researcher and dictated by the audio 

Figure 1. General procedure from experimental data to video annotation. The log of events collected during the study,
together with the sounds the researcher decides to associate with particular parameters of interest, gives the sonified
soundtrack of the experiment. This gets combined with the video and it is ready to be coded. 
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track. For instance, if behaviors are supposed to be coded within a given time window, the script can 
trim, discard or leave unaltered the annotations that exceed that time span, depending on the needs of 
the study. Additionally, when data from more than one coder is present, our script calculates the inter-
rater agreement, both as a naïve agreement coefficient (joint probability) and using Cohen’s kappa 
statistic [4]. 

In the next sections, we outline two possible research contexts where our method is particularly suitable. 

Playback Experiments 

In a playback experiment, different categories of sounds are played to an infant or a non-human animal. The 
subject’s differential reactions among stimuli types are used to investigate aspects of her auditory cognition, such 
as discrimination capabilities, individual recognition, generalization within classes, etc. 

While coding the video recording of the experiment, the researcher needs to know when a stimulus was played, 
so to look for reactions to code. However, to avoid biasing the coding, she must be blind to the specific sound 
played. Therefore, the original audio track is removed from the video and substituted with placeholder sounds. 
These (pure sine waves at different frequencies) signal when the playback started, when the coder can actually 
begin coding reactions and when no coding is allowed anymore. 

This method is currently used at the University of Vienna (together with ELAN [2-3]) to code behavior in 
cognitive experiments in several primate species. 

Observations of Naturally Occurring Behavior 

Researchers in ethology usually focus on naturally occurring behaviors. Either observations are coded in real 
time or a focal subject (or a group of individuals) is filmed and the behavior coded at a later time. In the second 
case, several environmental and social phenomena may escape the camera, but are recorded by the researcher at 
the site. Such events may include, for instance, fights among other members of an animal group, extraneous 
human interactions, appearance of a predator, etc. Our method offers a way of integrating, at the time of coding, 
this manually recorded information with the video. 

Conclusion 

While coding specific behaviors from a video, two types of information are important. On the one hand, there are 
sounds that were recorded in the original video but may need to be concealed from the blind coder. On the other 
hand, there may be information not present in the video that is nonetheless essential while coding. The method 

Figure 2. Sketch of the sonification procedure. Using a Python script, each event in the experimental log (A) is transformed
into one or more sounds chosen by the researcher. The resulting soundtrack (B) is joined with the original video (C) and these
are played simultaneously during behavioral coding. (Squirrel monkey pictures by Markus Boeckle) 
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we present here offers a simple solution to both issues at once. Information relevant to the experiment is 
sonified, that is, experiment-relevant events are transformed into sounds. This stream of sounds is then 
substituted to, or flanked by, the sound track of the original video. This allows coding blind to experimental 
conditions while keeping track of other events relevant to the study. We provided two practical examples of the 
many possible applications that this new method has in the study of human and non-human animal behavior and 
cognition. Finally, we show how the entire procedure, from performing the experiment to annotating behaviors, 
can be performed using freely available software. 
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Introduction 

Fear conditioning is a form of Pavovlian learning, where an electric shock is paired with an acoustic stimulus. 
Animals learn the association of the aversive stimulus (shock) with the auditory one, but also with the context 
where the shock takes place [1]. 

This type of learning is classified as a form of non-declarative memory and has several advantages. First and 
foremost is a form of one-trial learning, which is acquired rapidly and requires only one conditioning session, 
after which a robust and long-lasting behavioural change is produced. Moreover, it doesn’t require food or water 
deprivation. Finally, fear conditioning is an important basic learning mechanism, which is common both to 
human and non-human animals and its neural mechanism appear to be relatively conserved across species [1-3].  

The main behavioural measure in fear conditioning is the number and duration of freezing episodes, which may 
be scored by a trained observer or toward automated scoring system [1]. We would like to validate automatic 
scoring using the EthoVision® 8.5 software (Noldus Information Technology, Wageningen, The Netherlands) in 
both mice and rats, and further analysed by The Observer® XT (Noldus Information Technology). 

Materials and Methods 

Fear conditioning is carried out in both mice and rats, using the new Fear Condition System by Ugo Basile (Ugo 
Basile, Comerio, Italy). The system comprises a shock chamber, made of three/four black/white acrylic walls, 
the ceiling of white acrylic, the floor of the chamber is made of metal bars that deliver the electric foot shock. It 
also consists of a shock generator for the administration of shocks at various intensities, a tone generator, and an 
isolation cubicle. 

We will test fear conditioning in two different protocols; in particular, the experiment consists of two sessions, a 
training session, and a test session. On day 1 the training is performed, the animal is placed in the conditioning 
chamber. The animal is left free to explore the chamber for  

 Protocol A) 2 min before the presentation of the acoustic stimulus (30 s) followed by the presentation of 
the foot shock (2 s). [1] 

 Protocol B) 1 minute before the presentation of  two tone-shock pairings with an acoustic stimulus (20 
s) and a 500 ms long electric shock [4] 

The second day the test is performed.  

During context test the subject is placed in the same conditioning chamber that is used for training. However, no 
shock and no tune cues were delivered. 

During the cue test the animal is placed in a modified chamber, i.e. without the metal bars on the floor, which is 
replaced a normal floor, and with modified walls. The tone cue/s is/were presented as in the training session.  
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Rodent behaviour is recorded by a video camera and automated tracking is performed using EthoVision® XT 8.5 

software (Noldus Information Technology, Wageningen, The Netherlands). The following behavioural elements 
were recorded: total freezing time, number and duration of freezing episodes, locomotor behaviour, escaping to 
one corner of the cage [5]. 

Ethical statement 

The experiments received authorisation from the Italian Ministry of Health, and are conducted following the 
principles of the NIH Guide for the Use and Care of Laboratory Animals, and the European Community Council 
(86/609/ EEC) directive. Mice are housed and used according to current European Community rules. 
Experiments on mice are approved by the research committees from the University of Verona and Italian 
National Institute of Health. 
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Background 

In studying the gene/brain/behavior relationship, detailed quantitative descriptions of the behavior of the animal's 
behavior is required. Especially important are descriptions of behavior in terms of the dynamics of the 
coordination between the direction of progression of the animal and the animal’s body orientation, for these 
provide fundamental insight into motor control. For mouse locomotor behavior these measures have been well-
developed, yet such descriptions are still sparse for Drosophila, the model system of choice for behavior 
geneticists. Here we present a dynamic description of the coordination between these two variables, as they 
change throughout different temporal segments of the motion.  

Methodology/Principal Findings 

Using intrinsic statistical and geometrical properties of a fly’s movement, we have uncovered six fundamental 
modes of motion related to translation and rotation of a fly’s body. Assignment of the frame-by-frame 
instantaneous movement into one of the six modes, followed by clustering and algorithmic classification, allows 
us to quantify the behavior in terms of the proportions and dynamic sequencing of each mode. The analysis 
uncovered that for normal flies, the angle between the direction the animal walks and the direction it faces is 
quite small. Under the influence of alcohol and cocaine, however, the angular interval between these two 
variables increases. 

Conclusions/Significance 

For several decades the representation of movement, indispensable for studying the interface between genes 
brain and behavior, suffered from the use of ad hoc building blocks such as “behavior patterns” or “response 
categories” assumed to be performed unblock by the whole organism, one at a time.  The ethological and 
psychological schools using such representations, were based on expert (indeed, subjective) decisions. In the vast 
majority these alleged building blocks could not be shown to have a physiological reality in the brain; the school 
using them has been described as the “school of immaculate perception”. These ad hoc units were used as “black 
boxes” and their variable kinematic content has been disregarded. Disregarding the coordination between 
translation and rotation, for example, sidestepped the problem of coordination, which is at the heart of the 
brain/behavior interface.  

The huge progress in tracking and storing technology allowed the recording of continuous kinematic variables 
such as the location and orientation of the organism, thus bringing about a most significant change, allowing, for 
the first time, the study of coordination between these variables in long stretches of behavior lasting hours or 
even days. This time scale is necessary for the study of e.g., drug effects on behavior, or for the phenotyping of 
genetic mutants exploratory and locomotor behavior. The pioneers utilizing this technology use, however, the 
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continuous data they obtain to reinstate the static old time behavior patterns, this time based on explicit criteria, 
but ignoring again their variable content.  These patterns are useful for scoring the behavior of closely related 
phenotypes, or animal models and their corresponding wild types, or males and females. They are useless, 
however, for comparing organisms across remotely related taxonomic groups or across apparently very different 
drug effects on behavior.  

What signifies the present study is that it not only tracks kinematic variables continuously, but also sticks to a 
dynamic representation of their coordination all the way. In other words, both initial and final results are 
formulated in a dynamic fashion, the building blocks of behavior are segmented on the basis of their intrinsic 
dynamics, and the results summarize their variable kinematic content. We select 3 apparently very different 
behavioral preparations – that of intact flies, of flies with alcohol and of flies with cocaine – and show that they 
lie on a continuum: 

1. Examination of the dynamic management of the angular interval between the direction of translation of 
a fly and the direction it faces yields 6 modes of coordination (Figure 1). These modes are intrinsic. 
They reflect the actual dynamics of locomotor behavior and are not superimposed from without.  

2. The 3 groups differ in the dynamics of management of the angular interval between these two variables.  
In intact flies the angular interval is small and short lived (high gain), with alcohol it increases (smaller 
gain) and with cocaine it is vastly increased (smallest gain and hence large misalignment between the 
direction the animal walks and the direction it faces.  

Description of the six modes  

Fixed-Front-on-Straight-Path (Figure 1a). This is one of the two most common modes of untreated movement. 
Flies usually move along relatively straight paths over long distances with close alignment of the body axis and 
the direction of progression. Net sideward/backward translation episodes are very short in duration and path 
length in untreated flies (~0.12 s and no more than 5 mm long). 

Rotation-on-Straight-Path (Figure 1b). At the start of this mode, the fly's body is typically misaligned with the 
direction of progression. In the course of the mode, the body rotates toward the direction of progression, 
typically converging to the same direction. This rotation is superimposed on forward, sideways, or backward 
progression, all performed along a relatively straight path traced by the center of the fly’s body.  

Fixated-Front-on-Curved-Path (Figure 1c). The fly maintains a more-or-less fixed orientation while moving on a 
curved path. We use the term fixated rather than fixed to highlight the active, compensatory fixation, as opposed 
to the fixed orientation of a fly whose body axis is aligned with the direction of progression on a straight path. 
This mode is typically performed during a short intermediate state between Fixed-Front-on-Straight-Path and 
Rotation-on-Curved-Path modes.  

Rotation-on-Curved-Path (Figure 1d). In the course of this mode, the body of a fly typically rotates toward the 
direction of progression, the rotation and direction of displacement sign being the same. This is the second of the 
two most common modes in untreated fly locomotor behavior.  

Lingering (Figure 1e). Lingering episodes include at least one arrest and may also include small below-threshold 
displacements. Lingering duration ranges between short interruptions in movement and long (presumably 
sleeping) episodes.  

Rotation-in-place (Figure 1f). Rotation of the fly's body axis around a vertical axis located at the fly's body 
center is mostly performed in untreated flies between two lingering episodes. 

While the results are presented in the context of fly behavior, the implications relate to any dynamic description 
of movement in any organism having a rigid body with bilateral symmetry. 
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Figure 1. Examples of the six elementary modes of fly locomotor behavior. a) Fixed-front-on- Straight-Path (‘A’), b)
Rotation-on-Straight-Path (‘B’), c) Fixated-Front-on-Curved-Path (‘C’), d) Rotation-on-Curved-Path (‘D’), e) Lingering (‘L’)
and f) Rotation-in-place (‘R’). Quiver plots: blue lines represent the path traced by the fly’s centre. The arrows represent the
orientation of the fly's body axis. 
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1. Introduction 

Humans exhibit a rich variety of facial expressions reflecting their emotional state. As pointed out by [6], 
automatically measuring facial expressions to infer emotional states is a challenging task, amongst others 
because there are no uniquely defined representational units of facial expressions for the basic emotions. In 
natural circumstances, spontaneous facial expressions tend to be subtle and highly context-dependent, which 
makes their formal representation very difficult. We have adopted an approach that performs computational 
analyses on video data acquired from carefully designed experiments for the measurement of facial expressions 
(see, e.g. [4]). This paper reports on our approach to measure spontaneous surprise. Two main obstacles in 
automatically measuring spontaneous surprise are of a behavioral and a technical nature. The behavioral obstacle 
is to elicit and identify spontaneous surprise. The technical obstacle is to develop a computational method to 
measure the facial expressions associated with spontaneous surprise. In order to deal with the first obstacle two 
of the authors (MS and JK) developed a novel experimental paradigm to elicit spontaneous surprise in humans. 
The paradigm is described in Section 2. The second obstacle is addressed by the Spontaneous Surprise 
Measurement method presented in Section 3. The setup for the experimental evaluation of the method is 
described in Section 4 and the results are reported in Section 5. Finally, Section 6 is a concluding discussion. 

2. Eliciting nonverbal expressions of surprise 

According to [3], surprise is prototypically displayed by three facial actions: raising of the eyebrows, opening of 
the mouth, and widening of the eyes. However, when researchers try to elicit surprise expressions in participants 
in experimental studies, the prototypical visual actions are rarely shown (e.g., [7]).  This may be due to the lack 
of a proper experimental setting. We tried to improve the setting by designing a memory task experiment in 
which lexically similar utterances are elicited in a neutral and in a surprise context. To keep participants unaware 
of our intentions, they are presented with a cover story that the experiment measures the how context and reading 
words aloud affects the number of words memorized. The experiment continues in three stages: imagination, 
verbalization, and recall. 

1. Imagination stage. Participants imagine words that fit a specific context (e.g. “organs of the human 
body” in the neutral condition versus “favorite food items among Dutch children” in the surprise 
condition)  

2. Verbalization stage. Participants read aloud each of a sequence of 10 words (of either of the two 
contexts) displayed on a screen. In both conditions, the target word “liver” is one of displayed words. 

3. Recall stage. Participants have to recall as many words as possible. 

Crucially, we elicit the target word (liver) in two conditions: a neutral condition in which the word clearly fits in 
the context “organs of the human body” and a surprise condition in which the word is highly unexpected 
“favorite food items among Dutch children” (liver is clearly not a favorite food item for Dutch children). 
Participants see the words on a screen using a hidden camera that is positioned behind the computer screen so 
that facial expressions can be clearly captured. We made such hidden recordings of 27 Dutch participants all of 
Dutch descent (students at Tilburg University who took part for course credit). In most participants, the 
paradigm results in clearly different behavior in both experimental conditions (neutral versus surprise).  
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3. The Spontaneous Surprise Measurement method  

The Spontaneous Surprise Measurement (SSD) method aims at measuring surprise by focusing on the first of the 
three actions proposed by Ekman [3]: the raising of the eyebrows. To that end, the SSD method consists of three 
steps: the identification of landmarks, the texture analysis of the eyebrow region, and the classification of 
surprise. The landmark-identification step is realized by using the Constrained Local Model [8]. Given a video 
frame, it returns the locations of a number of predefined facial landmarks, such as, the nose tip, corners of the 
eyes, and the eyebrows. The texture analysis is restricted to an image patch covering the facial region of the 
eyebrows and is performed using a multi-scale Gabor filter-bank [1]. For each image position (pixel), the Gabor 
filter-bank returns N x M energy values representing the presence of oriented visual structure of a certain 
thickness (spatial frequency), where N represents the number of orientations and M the number of spatial 
frequencies. Finally, the classification maps the (aggregated) energy values onto the binary classes frown and 
non-frown  and subsequently to surprise and no surprise.     

4 Experimental set-up 

In this section we describe the data set (4.1) and the experimental settings of the three components of the SSM 
method (4.2-4.4). 

4.1 Data set 

Our dataset was collected in the experiment described in Section 2. All participants were recorded on frontal-
face video in 24-bit color (resolution 640 by 480 pixels at a frame rate of 30 fps). The video fragments selected 
for our data set started immediately following the presentation of the neutral and surprise-evoking target. This 
resulted in a set of 54 videos (27 for each condition). The recordings are approximately four-seconds long, 
varying from 119 to 122 frames in total. Figure 1 shows an example of one participant in both conditions, 
directly after verbalizing the target word. 

Careful visual inspection of the video fragments revealed five distinctive facial expressions in the surprise 
condition, viz. (1) eyebrow frowning, (2) eyebrow raising, (3) widening eyes (4) mouth opening, and (5) brief 
head retraction. Of these expressions, (2), (3) and (4) correspond to Ekman’s actions. The presence and 
prominence of each of the expressions differed from participant to participant, but eyebrow frowning (1) was the 
most prevalent expression overall. Therefore, we manually annotated the frames for all participants who 
displayed the eyebrow frown (11 in total). The frowns had an average length of 17.1 frames σ2=16.1. In addition 
to the labeling of frown and no-frown frames, we labeled consecutive sequences of frames as neutral or surprise. 
All frames are labeled neutral, except for those consisting of three consecutive frames labeled "frown". These 
sequences are labeled "surprise". 

 
Figure 1. Illustration of a participant recorded in the neutral condition (left) and surprised condition (right). 
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4.2 Landmark identification 

We employed FaceTracker as described in [8] on each video in the data set. The FaceTracker software contains a 
pre-trained CLM which automatically places a grid of 66 facial landmarks on each video frame. The output of 
the analysis is a collection of 66 coordinates per frame. After manual inspection 8 videos appeared to have 
insufficient (correct) fittings. These were excluded from further analysis. We selected a region of interest (ROI) 
based on the center between the inner eyebrow landmarks. At this center we extract a patch of 201 by 201 pixels. 
To compensate for in-plane rotations of the head, in each frame the patch is rotated so that both eyes are centered 
at the same row of pixels. Subsequently, the rotated patch is down-sampled to a size of 51 x 51 pixels. 

4.3 Texture analysis 

Frown detection is based on the output of Gabor filters convolved with the patches extracted around the inner 
eyebrow landmarks. For this purpose we constructed a 6 by 12 log-Gabor filter bank consisting of filters with 6 
scales and 12 orientations. We used Kovesi’s [5] Matlab tools to compute the convolutions (minimum 
wavelength 3 pixels, scaling factor of 1.8 between successive filters, and filter bandwidth 1.45). A margin of 5 
pixels wide is excluded from the convolved image patch to remove image border artifacts. The Gabor energy for 
each scale and orientation combination is computed by summing over the entire convolved image. As a 
consequence, our feature space consists of 72 dimensions, each representing the total Gabor energy of a filter at 
a specific scale and orientation. A large value in any of these scale-orientation combinations signals the presence 
of a visual contour at a particular scale (thickness) and orientation. Given the specific thickness and orientation 
of frowns, we expect the Gabor filters with corresponding scale and orientation to generate large energy values.  

4.4 Classification 

The manual annotation of frown and no-frown frames resulted in 205 frown frames and 5343 no-frown frames. 
In order to automatically differentiate between the two classes of frames we explored two techniques for 
classification, viz. Linear Discriminant Analysis (LDA) and Support Vector Machines (SVM). Training and 
testing was performed on a leave-one-subject-out validation scheme. This entails that we first trained our 
classifiers on a balanced number of frames (i.e., all ‘frown frames’ and an equal number of randomly selected 
‘non-frown frames’) of both classes, excluding one participant’s frames and subsequently tested the classifiers 
on the left out participant. This procedure is repeated for each participant and the summed score of all the 
iterations represents the classifier’s predictive value. Since we have only 205 frown frames each training set 
contains at most 410 frames. 

LDA linearly maps labeled instances from our feature space to a 1-dimensional space. The linear transformation 
matrix is constructed in such a way that it tries to maximize the separation between the classes. A maximal 
separation in one dimension, readily leads to the identification of a threshold value separating both classes. 
Unseen instances are mapped to the same 1-dimensional space and classified using the aforementioned 
threshold. 

The SVM classifier operates on the 72-dimensional Gabor feature space. We used the freely available LIBSVM 
[2] as our SVM implementation. We choose a radial basis function as a kernel and used a grid search to find 
optimal values for the parameters C and γ. In our case C = 215 and γ = 2-5.  

We evaluate the performance of surprise classification performance of the LDA and SVM classifier separately.  

5 Results 

Application of the SSM method to the videos in the data set yielded results at three levels, corresponding to the 
three components of the method. At the level of landmark detection, visual inspection revealed the FaceTracker 
to be quite successful in adequately positioning the 66 landmarks at the faces of the participants. In some cases, 
there were some misalignments along the cheek regions, but because the texture analysis does not rely on these 
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landmarks, they do not affect the overall performance of the SSM method. The performance of the texture 
analysis component is illustrated in Figure 2 for the video sequences of three participants in both conditions: 
participant 4 (top row), participant 18 (middle row), and participant 12 (bottom row). The six panels in the figure 
show the energy (output) value of one of the Gabor filters (the filter at orientation 6 and scale 8) as a function of 
frame number of the video. The videos of the neutral and surprise conditions are displayed on the left and right, 
respectively. All frames during which participants frown have been manually labeled and are indicated by 
yellow bars, all others by red bars. The frowning of participants 4 and 18 is associated with an elevated energy 
value of the Gabor filter. As a consequence, the filter output appears to signal frowning. Participant 12 does not 
frown in the surprise condition and, hence, does not result in an elevated Gabor energy value. 

An impression of the current leaving-one-subject-out performances of the SSM method as determined with the 
LDA and SVM classifiers is given in Tables 1 and 2. Tables 1a and 1b contain the confusion tables listing the 
frown-detection and surprise-detection results respectively for the LDA classifier. Similarly, tables 2a and 2b 
contain the detection results for the SVM classifier. Overall, the confusion tables show that no-frowns are often 
detected as frowns and that neutral sequences are often detected as surprise sequences. The higher scores on the 
main diagonal indicate that the SSM method is reasonably successful in detecting spontaneous surprise. 

 

Tables 1a and 1b. Frown and surprise classification performance for the LDA classifier.  

 predicted 
no-frown frown 

ac
tu

al
 no-frown 4040 1303 

frown 78 127 

 predicted 
neutral surprise 

ac
tu

al
 neutral 13 10 

surprise 5 18 

Figure 2. Gabor filter activation of filter at position (6,8) of three participants in both the neutral and surprise condition.
Participants 4 and 18 clearly show a distinctive activation at the manually annotated ‘frown frames’ (depicted in yellow),
while participants 12 lacks a frown of surprise. 
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Tables 2a and 2b. Frown and surprise classification performance for the SVM classifier.  

 predicted 
no-frown frown 

ac
tu

al
 no-frown 3677 1666 

frown 72 133 

 

6 Concluding discussion 

We have developed a method for the measurement of Spontaneous Surprise that is reasonably successful at 
detecting frowning as part of one of the key facial actions for surprise (raising the eyebrows). Admittedly, our 
method was evaluated solely on Western-European participants. (An interesting experiment would be to evaluate 
our method on subjects with a different ethnical background). Further optimizing the texture-analysis and 
extending our method with motion information of the facial actions may lead to an improvement in performance. 
However, our aim is to yield improvement by incorporating domain knowledge about the facial features 
signaling surprise. More specifically, we want to extend the SSM method by including measurements of the two 
other facial actions proposed by Ekman, i.e., opening of the mouth, and widening of the eye. In addition, “mouth 
opening” and “brief head retraction” will also be examined. 
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 neutral 13 4 

surprise 10 19 
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Introduction 

The goal of the research project presented in this paper is two-fold. First, we want to conduct fundamental 
research into the manipulation of stress using digital games, to which end we will construct an experimental set-
up utilizing an adaptive digital game as a stressor. Second, we want to utilize this set-up to gain insight into the 
effects of different levels of stress on the fronto-striatal circuits of the brain (FSC). This insight is expected to 
contribute to the development of novel treatments of stress-related symptoms associated with disorders of the 
FSC1. Currently the project is in the first phase in which we pursue the first goal; fundamental research into 
stress manipulation. This is done by constructing and evaluating an experimental set-up allowing controlled 
manipulation of stress presented to human individuals by means of an adaptive digital game. To this end we first 
reviewed which biosignals and corresponding measurements met the requirements to be usable in our set-up. 
Next we conducted a meta-analysis analyzing which digital game and study methodology characteristics are 
related to the stressor function of a digital game. Finally, based on the data from both the review and meta-
analysis, we are currently constructing a feedback model that automatically regulates the level of stress presented 
in the set-up, depending on a particular desired level. This is achieved by utilizing the continuous measurement 
of the player’s stress related biosignals, comparing these signals with the desired level of stress and real-time 
adaptation of the digital game characteristics. In this paper, we will briefly discuss some of the underlying 
assumptions in the project, the main components of the experimental set-up that will be constructed and the 
current status of the project. 

Stress and Gaming 

In order to capture the diverse stressor characteristics a digital game can present and because the physiological 
stress response is the most prominent response in our set-up, we use a broad and physiologically-based 
definition. In our research stress is considered as any stimulus, internal or external, that presents a (perceived) 
challenge to the homeostasis of a biological system and the stress response, either physiological, psychological 
and/or behavioural, aimed at restoration or maintenance of the homeostasis (cf. Newport and Nemeroff (2002), 
[4]). The stimulus presenting the challenge to the homeostasis will be referred to as the stressor and the response 
to this challenge as the stress response. Moreover, we refer to variables influencing the relation between the 
stressor and stress response, such as age or gender, as intervening variables. In general, stressors can range from 
physical stimulation, such as a cold pressor task where participants place their hands in an ice water container, to 
psychological stressors, such as the performance of a public speech [3,5]. Physiological stress responses pertain 
to biosignals, such as cortisol levels, heart rate variability and electrodermal activity; psychological stress 
responses include alterations in affect and cognition, such as aggression and hostility. 

Games have consistently been proven capable of eliciting both physiological and psychological stress responses 
(for example, see [1] and [2]). As we aim at real-time manipulations of the stressor, a digital game is a very 
suited stressor since it allows for real-time adaptations of the stressor parameters (without the participant directly 
noticing), which is harder in other stressor modes such as video, images or speaking tasks. Furthermore it is very 
flexible: we can present different stressor types such as aversiveness and  social-evaluative threat through one 
construct, broadening our range of possible manipulations. Key elements in digital games are players, 
(inter)action, environment, goals and rules. An advantage of digital games is that many, or even all, of the key 
elements can be taken over by computer technology. A computer may simulate (parts of) the game environment, 
                                                            
1 The presented project is part of the program Brain & Cognition – Societal Innovation in Health Care, Education and Societal Safety and 
funded by The Netherlands Organization for Scientific Research (NWO). 
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the interaction or even one or more players. Just like conventional games, digital games may offer various types 
of challenge that simulate the performance of particular activities, ranging from physical and mental activities 
(e.g. hitting another player, taking business decisions) to inactivity, such as meditation and relaxation for a 
particular period of time. In our project, we assume that only a particular set of game characteristics present a 
challenge for the homeostasis of the player and, therefore, function as a physiological or psychological stressor 
that causes a particular stress response. 

Set-up 

As depicted in Figure , the set-up we are constructing consists of three components. The first component, the 
digital game, represents the stressor and is presented by the lower left square. The second component, depicted 
by the lower right square, is the measurement component, which consists of a set of measurement devices 
continuously measuring diverse biosignals for detection of the stress responses and the perceived stress indicated 
by the participant2. The third component, that is the top square, depicts the feedback model. The model takes the 
current stress state of the participant in the form of the values of different biosignals and perceived stress, 
together with the desired level of stress, and adjusts the game characteristics based on this information. For 
example, when the measured values of the biosignals and perceived stress indicate that the participant is more 
stressed than the desired stress level, the game characteristics are adjusted in such a way that relieves the 
intensity of the stressor, hereby relieving the stress response in the participant. Throughout this process of 
manipulating the stress state of the participant we consistently safeguard the coherence between the stressor and 
stress response by using models of the underlying stress systems and by controlling for the relevant intervening 
variables for the specific stressor-stress response relations (i.e. variables influencing this relation, such as gender, 
psychological, age or psychological factors such as neuroticism), based on these underlying models. 

                                                            
2 Perceived stress is included in the measurements to further investigate the relations between physiological stress responses and perceived 
stress. Since perceived stress is only one of the many signals being used as input, the unwanted  phenomenon where participants infer the 
effects the reported perceived stress has on the game parameters are very slim. 

Figure 1. Overview of the set-up. 
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The benefits from this set-up are manifold: 

 By allowing continuous control and manipulation of the stressor in a real-time feedback loop different 
types of stress research can benefit from this set-up. Examples include research into prolonged stress 
exposure in which case the stressor can be adjusted to present a constant stressor over time, or memory 
and cognition research where data can be gathered in an extremely controlled environment. 

 The set-up may be useful for stress therapy containing exposure to stressful stimuli, for example, such 
as used in certain Post Traumatic Stress Disorder (PTSD) therapies, since the presentation of stressors 
can now be manipulated and controlled to a far greater extent than was previously possible. 

 The set-up elaborates on existing Brain-Computer-Interfaces (BCI’s), since the set-up already contains 
the essential components of a BCI, it can be easily adapted to be incorporated in existing BCI’s, giving 
essential information regarding the current stress state of the user.  

 Gaming industry can utilize the set-up to for sensing of stress responses and automatic adjustment of 
game parameters to maximize the user experience, immersion and flow of the player. 

Status of the project 

We have first focused on the measurement component by determining the requirements on the biosignals and the 
corresponding measurements that need to be met in order for these signals to be usable in our set-up. These 
requirements are the following. First, the biosignals must respond to the stressor consistently over repeated trials, 
both quantitatively and temporally. Second, the measurement technique and the corresponding biosignal have to 
show low response latency, meaning that a change in stressor intensity should be reflected in a biosignal without 
too much time delay. Third, in order to have continuous insight into the stress state of the participant, the 
measurement should be applied continuously or at least as frequent as necessary for real-time adaptation by the 
feedback model. Fourth, the measurement should not induce an additional stress response or disturb the 
experiment. The fifth requirement is not a requirement on the set-up per se, but is needed because in the second 
phase of the research we will utilize this set-up to gain insight into the effect of different levels of stressor 
intensity on the fronto-striatal circuit of the brain (FSC) by using the set-up in combination with fMRI. 
Therefore, the fifth requirement is that the measurement must be applicable inside fMRI. From this set of 
requirements it follows, for instance, that measuring cortisol levels falls outside the range of measurable stress 
responses, because the signal often responds inconsistently and shows large time delays of about 20-40 minutes 
to a particular stressor. Stress response measures which will be used in our research are, for instance, heart rate 
and heart rate variability, blood pressure, electrodermal activity and electroencephalographic measures. Secondly 
we have looked at the stressor component to determine the relevant digital game characteristics for eliciting 
stress responses. To this end, we have conducted a meta-analysis on 59 studies utilizing a digital game stressor 
and measuring stress responses. The initial analyses show that several specific digital game characteristics such 
as the level of aversiveness, the level of realism and diverse methodological characteristics such as the data 
reduction method and baseline measurement type were found to be significant moderators of stress responses 
such as heart rate and blood pressure. 

Currently we are finishing the meta-analysis and constructing the feedback model based on the results found in 
the analysis. For this feedback model we use the multiple linear regression model constructed in the meta-
analysis, hereby utilizing the gathered data of a large body of studies to infer the relations between game 
characteristics and stress responses. It will be the first time that the adaptations in an adaptive stressor game will 
be based on such a detailed and extensive meta-analysis on game characteristics, as such an analysis has not been 
done before. This method provides added value, since it allows to create a more effective stressor and allows for 
the modelling of very specific relations between game characteristics and physiological stress responses. For 
example, the impact of the level of aversiveness in the digital game on heart rate is independently modelled of 
the impact of this characteristic on the other responses such as electrodermal activity. 
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Abstract 

The purpose of this study was to: 1) examine the agreement between self-reported measures of mobile 
hand-held device use and direct measures, and 2) understand how respondents think about their device 
use when completing the questionnaire. 35 participants were recruited from a Canadian university to 
participate. The questionnaire was previously developed to estimate six types of usage potentially 
related to musculoskeletal disorders in cell phone users. Direct measures were collected on a custom 
software usage logging application resident on the participants’ phone. Bland-Altman plots 
demonstrated that, generally speaking, participants’ self-reports overestimated their logged usage; 
overestimates tended to be low at low mean usage times, and became more variable as mean usage time 
increased. Six themes were identified from the interviews: 1) types of mobile hand-held devices, 2) 
tasks attributed to different categories of device use, 3) their thought process used to arrive at usage, 4) 
ease of reporting usage, 5) physical interaction with device, and 6) completeness of list of categories of 
device use. The preliminary findings indicate that it may be challenging for respondents to provide 
good self-reports of usage. The root of this challenge does not appear lie with the design of the 
questionnaire; rather, it may be attributed to the respondents’ difficulty in estimating usage, partly due 
to the variability of device use both within a day and a week.  

Introduction 

Despite concern that musculoskeletal symptoms are associated with mobile hand-held device use [2], 
there is a lack of knowledge concerning the use and exposures associated with these devices. To 
understand the use of mobile technology and determine if use is associated with any musculoskeletal or 
other health effects, accurate measures of how these devices are used is required. Previous research has 
examined agreement between self-reported computer, keyboard, and mouse use and direct measures of 
use collected using computer logging software or observation [3, 4], however no such literature exists 
comparing self-reported hand-held device use with directly measured use. Before progressing with 
further studies of hand-held device use, we thought it important to better understand the accuracy of the 
exposure measures collected by a questionnaire. The study described herein was designed to: 1) 
examine agreement between self-reports collected by a previously developed questionnaire [2] and 
direct measures of use collected using a custom software logging application, and 2) examine the 
usability of the questionnaire by conducting interviews to better understand how respondents think 
about their device use.  

Methods 

Data collection. 35 students/recent graduates (17 female and 18 male) under the age of 35 were 
recruited from a Canadian university to participate. Inclusion criterion included being an Android 
device user. There was no exclusion criterion. The study was approved by the Office of Research 
Ethics at the University of Waterloo, Ontario, Canada.  
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Mobile hand-held device use on a “typical” day last week was assessed using: 1) a paper and pencil 
version of the previously used questionnaire [2], and 2) the custom Android device logging software. 
The usage logging program recorded participants’ hand-held device use on second-by-second basis. It 
recorded generic information on the applications used but did not record any personal or identifying 
information. For example, it would show that an email or messaging application was used, but would 
not display contents of emails or messages, and would not record voice or keys pressed. It also 
recorded the number and duration of phone calls made and received, and the number of text messages 
sent and received. It was developed for the Android platform due to the relative ease of accessing usage 
information on this operating system. 

The questionnaire was previously developed to estimate six types of hand and upper limb usage, 
potentially related to musculoskeletal disorders among cell phone users. These six categories of use 
were chosen to represent different intensities of thumb and upper limb usage [2]. The questionnaire 
assessed how much time on a typical day last week participants spent using their mobile hand-held 
device(s) for: 1) emailing, texting, and instant messaging; 2) scheduling (calendar, appointments); 3) 
internet browsing; 4) making phone calls and talking on the phone; 5) listening to music, watching 
videos, and taking pictures; and 6) gaming using a mobile device. A “typical” day referred to time at 
work, as well as time away from work, at home, and with friends. Participants met the researchers on 
two occasions; on their first visit they were shown how to download the logger software onto their 
device, and on their second visit, one week later, they uploaded the data log from their device and filled 
out the questionnaire. Participants also provided demographic data and information regarding the make 
and model of their device(s). A subgroup of respondents, 17 out of 35, then participated in an 
interview. 

Interviews were carried out with an aim to better understand of how respondents think about their 
device use. An intensive interview framework was used, and followed these general steps: 1) the 
respondent was reminded of the question and the response he/she gave, 2) the respondent was asked 
what he/she thought the question meant, 3) the respondent was asked to describe the thought process 
used to arrive at his/her answer, and 4) the respondent listened to the question, again, and was asked 
whether he/she would change his/her answer, and if yes, what he/she would change it to [1, 5]. Each 
interview took approximately 20 minutes.  

Analysis. A program was developed using Visual Basic to summarize logged device usage. Each 
participant’s data record was broken down by calendar day so average daily use could be compared to 
self-reported use on a “typical” day. There are currently over 400,000 Android applications available 
[6], and the applications used by each participant were quite different. Since the logged data was to be 
compared with self-reports of six kinds of usage, after the questionnaire was complete, participants 
were asked to categorize the applications recorded by the logging program into one of the six 
categories of device use specified in the questionnaire. A seventh category called ‘other’ was added to 
this mapping task for those applications that did not fit into one of the six categories. Using the results 
from the mapping task just described, the time spent performing each of the six measures of device use 
found in the questionnaire on each of the 7 days prior to the participants’ second visit was calculated. 
Bland-Altman plots were used to examine agreement between logged and self-reported usage. The 17 
interviews were transcribed. A preliminary coding scheme of major themes was developed by reading 
through all interviews once. “Themes” were defined as concept trends or patterns. The coding scheme 
was confirmed by two members of the research team upon detailed examination of each interview, and 
was used to block sections of each transcript that corresponded to a theme.  

Results 

Comparison of self-reported and logged device usage 

Bland-Altman plots for categories of device use emailing, texting, and instant messaging (Figure 1) and 
gaming (Figure 2) are shown. These two categories of device use demonstrated strong relationship to 
self-reported pain in the upper extremity [2]. If there were perfect agreement between self-reported and 
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logged use, all data points in these plots would lie at 0 on the y-axis. Self-reports of zero usage time 
will lead to perfect agreement or an underestimation of logged use. In this population, generally 
speaking, for the six categories of device use, participants’ self-reports overestimate their logged use; 
overestimates tend to be low at low mean usage times, and become more variable as mean usage time 
increases. 

Themes from interviews 

A total of six themes were identified from interviews: 1) types of mobile hand-held devices, 2) tasks 
attributed to different categories of device use, 3) their thought process used to arrive at usage, 4) ease 
of reporting usage, 5) physical interaction with device, and 6) completeness of list of categories of 
device use. 

While all participants agreed those devices listed in the questionnaire are mobile hand-held devices 
(cell phones, personal digital assistants, and gaming devices), many had suggestions to be added to the 
list, tablets for example. A second theme was tasks participants attributed to each of the six categories 
of device use. For example, some participants considered use of social networking sites, like Facebook 
and Twitter, part of email, texting, and instant messaging, while others considered them part of Internet 
browsing. A third theme was the thought process to arrive at self-reported usage. A variety of processes 
were described by participants, including averaging, estimating based on numbers of events, thinking 
about time spent with or without a computer/laptop, and thinking about one’s daily schedule. A fourth 
theme that surfaced was the difficulty some participants had in reporting device use on a typical day. 
One participant described this challenge by comparing phone use to computer use, and another 
explained it was difficult because each day was very different. A number of participants also spoke 
about the physical interaction they have with their device. For example, some participants indicated 
that they used both thumbs to type most of time, and others noted they do not use two thumbs for 
reasons related to device size and screen function.  

Discussion 

Participants’ self-reports tended to overestimate their logged use; overestimates tended to be low at low 
mean usage times, and became more variable as mean usage time increased. This may suggest it is 
easier for respondents to provide self-reports that agree with logged usage when time spent performing 
a task is low. If respondents know, for example, that they do not perform a task, or that they spend little 
time performing a task, it may be more straightforward for them to provide a self-report than it would 
be if they performed that task more heavily. Some of the greater differences might be explained by 
inappropriate application matching. For example, the highest overestimate of logged use for gaming 
(Figure 2) likely results from the game Tetris being categorized by that participant as ‘other’ as 
opposed to ‘gaming’. Such misclassification is a possible consequence of participants categorizing their 
applications; however, considering the number of applications available for download, the large 
variation in applications used by participants, and the fact that it is the agreement between self-reports 

Figure 1. Bland-Altman plot for emailing, texting, and
instant messaging on a “typical” day (N=35). 

Figure 2. Bland-Altman plot for gaming on a “typical”
day (N=35). 
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and logged usage under study, application matching was the best way to set up the logged data for 
comparison with self-reports.  

Themes from interviews were useful in identifying possible reasons for differences between logged and 
self-reported usage. Interviews highlighted that there can be blurring of boundaries between categories 
of device use. Should a respondent use both a mail application and an Internet browser application to 
check email, for example, the boundary between emailing, texting, and instant messaging and Internet 
browsing would blur. Although logged usage from such logging software has not been demonstrated as 
a gold standard, per se, the application likely provides a more refined representation of use compared to 
self-reports. That said, like similar exposure models in computing work, it might not simply be actual 
usage that is critical in predicting health outcomes. For example, holding a hand over a mouse may 
produce significant muscle loading that does not get captured in direct measurement.  

The comparisons made in this study between self-reported and logged device usage are preliminary and 
made among a small, restricted university sample. A questionnaire may be the most convenient way to 
assess use in epidemiological studies. These findings, however, suggest it may be challenging for 
respondents of a questionnaire to provide self-reports of device use that do not overestimate logged use. 
The root of this challenge does not appear lie within the design of the questionnaire; instead, it may be 
attributed to the variability of time spent using a device. It remains unknown which method of 
estimating device usage is better predictive of musculoskeletal symptoms.   

Conclusions 

Going forward, research investigating the relationship between mobile hand-held device use and 
musculoskeletal symptoms and other health outcomes may want to consider using a logging application 
to examine exposure simultaneously with self-reported exposure and observational approaches to better 
understand the sources of any hazardous exposures.   
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Abstract 

The objective assessment of the level of professional competence of programmers is an urgent task. In our 
research we try to find patterns in the behavioral aspect of programmer's work. Therefore we have conducted an 
experiment and collected gaze fixation data from professional programmers. During the analysis of the results 
we faced with different kinds of information representation for “back-end” and “front-end” developers. We 
assume that this factor may be an additional result of the experiment, namely, the programmers of varying 
specificity are formed of various behavioral situations. We showed that there is a general trend of the nature of 
the presence of sampling time gaze fixation under the supervision of the work of Web developers, suggesting the 
formation of a web developer similar behavioral aspects of the work. Finally we proposed the method to 
assessment of level professional competence of the programmers. As part of future research we propose to 
investigate the influence different factors(such as operational experience or IQ) to instrumental component of the 
competence of the programmer. 

Keywords. Gaze fixation, eye-tracking, programmer, professional competence, SMI, information representation, 
Web developers, behavioral aspect of programmer's work. 

Introduction 

The quality level of the specialist is determined by its ability to solve problems of the real production. 
Employee's ability to solve actual problems in a rigidly fixed period of time (“here and now”) is what IT 
company are looking for. This ability is a combination of knowledge of personal and professional competencies. 
Professional competence as the facility and the ability to operate effectively within their profession, can be 
estimated by various methods: the biographical method, interviews, testing, and group methods for estimating 
staff, psycho-diagnostic technique. However, there is a problem to find the objective method of assessing the 
professional competence of a specialist in general and of a specialist in programming in particular. Competence, 
as the quality of the system can not be assessed on the basis of a simple summation of estimates of individual 
components, but there are integrating components of competence: instrumental (practical), communicational, 
axiological, knowledge-based. 

The goal of this research is to identify patterns in the behavioral aspect of programmer's work in general and the 
assessment of the instrumental component of the competence of the programmer, in particular. A man meets a 
lot of problems for which solutions he has to use the conscious level of thinking in the profession. As soon as the 
employee will gain a positive experience of problem solving the process itself will be carried out automatically. 
It is assumed that the process of collecting information and to establish its compliance to problem will disappear 
from consciousness, such as the moments of doubt and hesitation. A chain of cognitive and motor operations will 
be run, instead of choosing process. Periods of doubt and hesitation will only occur in completely new and 
unexpected situations, during the user experience. Thus we can assume that professionalism can be estimated by 
the number of unexpected (extreme) situations throughout the working cycle. The question is how to objectively 
assess and hardware measure the amount of extreme situations in a person work. It could be the basis for the 
indirect estimation of instrumental (practical) component of competence. 

Methodological study 

Oculomotor activity is a necessary component of the mental processes which are associated with the 
procurement, conversion and use of visual information, as well as conditions and human activities. Therefore, 
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recording and analyzing eye movements, we have the possibility of indirect estimates of internal mental activity. 
The nature of eye movements could help us to identify: the state of consciousness, the effectiveness of the 
decision by the user tasks and performance of individual stages of practice. Gippenreyter and her co-workers 
suggested that saccades restrict any “quantum” processes of regulation, even if the man does not use visual 
information [1]. According to the concept of automaticity, saccades do not occur in response to a stimulus, and 
are generated in a certain rhythm, like similar rhythm of the heart and respiration. This is confirmed by the fact 
that there are saccades with the eyes closed, and there are saccades even for blind people, when seemingly they 
are not needed. But in the case of mental work saccades followed by much less, intervals between them sharply, 
increasing by several times. When the mental activity level increase, intervals between saccades also increase (or 
intervals between saccades) as an arbitrary or involuntary nature. Many experimental studies suggest that most 
adequately the properties of cycles of mental regulation should reflect the duration of intervals between saccades 
(IBS or duration of eye fixation), and it can be used as a parameter to assess the complexity of mental processes. 
The problem boils down to, to determine what ranges of IBS correspond to different levels of mental regulation 
of the programmers in their daily work. 

The experiment 

Hypothesis. The positive programmers experiences of solving problems forms the similar behavioral aspects of 
their work(or automatic behavior). 

Metrics. The degree of complexity of human activities associated with the duration of gaze fixation. The 
duration of gaze fixation it can be used as a parameter to assess the complexity of mental processes. Time of 
duration of gaze fixation (intervals between saccades – IBS). 

Construction. Construction of the experiment was carried out with the following features: 

 Participants in the experiment should be a professional domain, in this case is a web development; 

 The context of the experiment should not change the habitual user environment as emotional and 
interior. 

Providing the first aspect has been achieved, the fact that the experiment involved 10 programmers from the 
company FotoStrana (http://fotostrana.ru/). FotoStrana is one of the largest Russian Internet projects with an 
audience of more than 30 million. The web site is visited monthly by more than 12 million people, and the 
FotoStrana team creates its own new services. There are more than 50 programmers in the company whose staff 
are about 100 people. All volunteers are professionals in the field of programming (web development) from the 
perspective of the employer. 

The problem for the providing usual context of the programmer was resolved by field experiment directly in the 
FotoStrana office (not in the laboratory). In our study, we use the mobile software and hardware system of 
registration of eye movements - iView X™ HED (Figure 1) produced by the German company SensoMotoric 
Instruments (SMI), owned by the department of Information technology in the design of the Institute of 
International Educational Programs St. Petersburg State Polytechnical University. The equipment was placed on 
a person's head with a helmet. An employee wearing a helmet does not feel the discomfort and get used to it 
within a few minutes. During calibration the test person was requested to look at the five points which were in 
the activity field (in our case, the corners of the monitor or monitors, if the programmer is working on two 
screens). System setup time and calibration usually takes about 5-10 minutes, the experiment itself 25 minutes 
(of which 5 minutes were subtracted from the environmental situation from the beginning or from the end of the 
experiment, so the clear recording time was 20 minutes). The case that the test programmers should solve were 
their current challenges of development, the employee did not pull much of the work timeline. 
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Analysis. Analysis of the results was performed using a programming language for statistical data processing and 
graphics – “R”. So, were constructed an IBS distribution histogram for each of the participants (see Figure 2). 
Visual assessment of the distribution histogram shows a strong deviation from Gaussian shape distribution 
(distribution of IBS is seems not to be normal). We use the Shapiro-Wilk test with params p-value > 0.05 and 
indicate that all samples are different from normal. The next step was to compare all samples. We use non-
parametric Kruskal-Wallis test. As a result of Kruskal-Wallis test is the fact that our distributions are 
significantly different (p-value = 6.14e-32). There is a diagram with 10 distributions in Figure 3. 

In the construction of diagram uses stable (robust) estimate of central tendency (median) and dispersion 
(interquartile scale). Despite the fact that samples are statistically distinguishable the diagram shows that the 
boxes of interquartile ranges overlap by more than 1/3 of its length. Distribution number 8 (see Figure 3) has a 
different configuration from most others. The median value of this sample is maximal. Next was an analysis of 
the two extreme (at the median value) of samples - sample number 8 and number 10. It was found that in the 
experimental group of programmers three people had a specific situation (sample № 8, № 9, № 10). Professional 
activities of these three developers, is associated with the development of graphical user interface. The seven 
remaining men occupy positions of the server developer (backend), and the nature of their work is associated 
more with the processing of textual information, rather than graphical. We assume that this factor may be an 
additional result of the experiment, namely, the programmers of varying specificity are formed of various 
behavioral situations. Our assumption is consistent with the results of the University of Eastern Finland. In 
“Analyzing and Interpreting Quantitative Eye-Tracking Data in Studies of Programming: Phases of Debugging 
with Multiple Representations” research has shown that the changes in eye-tracking measures reflect both the 

Figure 1. Field experiment.  

Figure 2. Hystogram of gaze fixation. 
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importance of different representations(textual and graphical) during programming processes and differences in 
debugging strategies [2,3].  

Thus, for further analysis we drop 3 samples. To clarify the statistical differences between the samples was 
carried out comparing trampled 7 remaining samples. As a result, the confidence level p = 0,05 were: 71,4% (15 
out of 21) comparison of the samples showed statistically indistinguishable; 28,6% (6 out of 21) comparisons of 
samples showed a statistical difference. This suggests that there is a general trend of the nature of the presence of 
sampling time gaze fixation under the supervision of the work of Web developers, suggesting the formation of a 
web developer similar behavioral aspects of the work. 

Results and Discussion 

We use again the Shapiro-Wilk test with params p-value > 0.05 and indicate that the distribution of medians are 
normal (p-value = 0.39). On this basis were calculated by parametric features: mathematical expectation is 
533.29; standard deviation is 76.35. We tend to believe that the obtained value of the mathematical expectation 
may be a reference, and the spread of it may be a criterion for deciding on the instrumental component of 
professional competence. 

Next, similar experimental actions were carried out with four candidates for the programmer’s position in 
company FotoStrana staff. All four men have already had one month training at the course of school web 
development Embria before the experiment. This school is a specialized unit, it main task is training in the field 
of programming for the company FotoStrana. Analysis of the results was constructed similar to the analysis of 
the gaze fixation of professional programmer. The results are presented in Table 1. 

 
Table 1. Summary table. 

Students id Value of median from 
IBS sample, ms. 

Reference value 
of IBS, ms. 

Spread from 
reference, ms.

Reference 
spread, ms. 

Correlation with inst. 
comp. of prof. comp. 

Stud №1 480 533.29 53.29 76.35 true 

Stud №2 439 533.29 94.29 76.35 false 

Stud №3 499 533.29 34.29 76.35 true 

Stud №4 699 533.29 165.71 76.35 false 

Figure 3. Box diagram. 
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The table shows that the two students (№ 1, № 3) deviation from the reference value of gaze fixation is placed in 
the reference, so we can talk about their high level of compliance instrumental component of professional 
competence. As a result, we tend to conclude that there is a general trend in the characters of the gaze fixation 
time of Web developers work. This fact confirms the assumption that web developers are formed similar 
behavioral aspects of the work. For an objective assessment of the behavioral aspects of the work could be 
applied the method of analysis taxonomy of eye movements, namely the value of the gaze fixation time. The 
main limitation of this study can be seen in the low number of participants (10 programmers and 4 students). 
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Formulation of normative sample for Zambia   

Neuropsychological examination is an important way of formally assessing brain function. While there is so 
much documentation about the influence that some factors such as age and education has on neuropsychological 
tests (NP), not so much has been done to assess the influence that residency (rural/urban) may have. The specific 
objectives of this study were to establish if there is a significant difference in mean test scores on NP tests 
between rural and urban participants, to assess which tests on the Zambia Neurobehavioural Test Battery 
(ZNTB) are more affected by the participants’ residency (rural/urban) and to determine the extent to which 
education, gender and age predict test performance on NP tests for rural and urban participants.   

To ensure that the study met the ethical requirements, the research proposal was submitted to the University of 
Zambia Biomedical Ethics Committee and the Ministry of Health in Zambia after which it was approved. This 
was to ensure that the participants‟ interests and ethical issues such as confidentiality and informed consent were 
put into consideration.   

The participants (324) were drawn from both urban and rural areas of Zambia (Rural = 152 and Urban = 172). 
However, only 234 participants (Rural = 152 and Urban 82) were used for all the analyses in this particular 
study. The 234 participants were used as the actual proportion of the rural vs. urban population in Zambia was 
65%: 35%, respectively (CSO, 2003). The rural-urban ratio for the participants that were captured during the 
data collection process was 152: 172, respectively. Thus, all the rural participants (152) were included and 90 of 
the 172 urban participants were randomly excluded so that the rural/urban ratio reached the desired 65%: 35 % 
which was the required ideal statistic for appropriate representation of the actual population in Zambia. Data on 
NP tests were analyzed from 234 participants, rural (N=152) reflecting 65% and urban (N=82) reflecting 35%. 
T-tests indicated that urban participants had superior performances in all the seven NP tests domains and all the 
mean differences in all these domains were found to be statistically significant. The NP tests domains were 
visual episodic memory, verbal episodic memory, attention/working memory, verbal fluency, speed of 
information processing, executive functioning and motor functioning. Residency had a large or moderate effect 
in five domains, while its effect size was small only in two of the domains. A standard multiple regression 
revealed that education, age and residency as predictor variables made a significant contribution to variance in 
performance on various domains of the ZNTB. However, gender of participants was not a major factor in 
determining one’s performance on neuropsychological tests.  

As can be seen from table below, residency (rural/urban) had a large effect size with regard to performance on 
the domains of verbal fluency and speed of information processing. The effect of residency was 
moderate/medium on the domains of verbal episodic memory, visual episodic memory and attention/working 
memory. The effect size of residency was however, small in the domains of motor/dexterity and executive 
functioning. The influence of residency on the performance of the seven domains of the ZNTB was therefore, 
either large or moderate in five and was small only in two.  

Standard multiple regression was also used to assess the ability of four independent/predictor variables 
(education – years/level of and quality of, gender, age, and residency – rural/urban) to predict NP tests 
performance on the seven domains of the Zambia Neurobehavioural Test Battery (ZNTB). Residency had a 
statistically significant contribution to the model in five of the domains, namely, visual episodic memory, verbal 
episodic memory, verbal fluency, speed of information processing motor/dexterity. The results in this study 
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indicated to a larger extent that residency as a predictor variable is an “umbrella” that has within it a number of 
associated factors such as education and acculturation that makes it a better predictor of performance on NP tests 
in developing countries as compared to a single independent/predictor variable of education, age, gender, etc., 
assessed individually. This particular report is part of an ongoing larger cutting-edge study aimed at formulating 
the normative data for Zambia with regard to performance on neuropsychological tests. This is necessary for 
appropriate, effective and efficient assessment or diagnosis of various neurocognitive and neurobehavioural 
deficits that a number of people may currently be suffering from, (Strauss et al., 2006). It has been shown in this 
study that it is vital to make careful analyses of the variables that may be associated with one’s performance on 
neuropsychological tests.  
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Table 1. Mean Effect sizes of Residency on the NP Tests Domains of the ZNTB.

NP Tests Domains Residency N Mean Std. Deviation P 
Eta squared 

value

Verbal fluency 
Rural 
Urban 

152 
82 

9.75 
12.10 

2.18 
1.67 

<.005* .238 

Speed of information 
processing 

Rural 
Urban 

152 
82 

9.62 
11.63 

2.13 
2.02 

<.005* .175 

Verbal episodic memory 
Rural 
Urban 

152 
82 

9.63 
11.72 

2.74 
2.73 

<.005* .118 

Visual episodic memory 
Rural 
Urban 

152 
82 

9.64 
11.47 

2.88 
3.00 

<.005* .083 

Attention/Working memory 
Rural 
Urban 

152 
82 

9.80 
11.20 

2.19 
2.49 

<.005* .079 

Motor/dexterity 
Rural 
Urban 

152 
82 

9.72 
11.04 

2.56 
2.82 

<.005* .054 

Executive functioning  
Rural 
Urban 

152 
82 

152 
82 

1.99 
2.28 

<.005* .053 

* Results significant at p < .05 with 95% confidence.  
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Development of a Scale for Fast Screening of Fatigue Syndrome from  
Mental Illness 

Tang Tze-Chun, Huang Shih-Ying 

Kaohsiung Medical University Chung-Ho Memorial Hospital, Kaohsiung, Taiwan. ttc1021@yahoo.com.tw  

Background 

Physical, mental, affective and vigor components of fatigue are often associated with depression and other Axis I 
psychiatric disorders. We developed a 9 item multi-dimensional scale to specifically evaluate symptoms of 
fatigue, and correlated it to a validated 30-items Chinese Version of Multidimensional Fatigue Symptoms 
Inventory-Short Form (MFSI-SF-C). 

Methods 

Adult subjects (n=125; Mean age 35 year old; >3 months after psychiatric treatment) completed the Beck 
Depression Inventory (BDI), and multidimensional Fast Screening of Fatigue Scale (FSFS), MFSI-SF-C and 
Sheehan Disability Scale (SDS) assessment. Internal consistency was determined by Cronbach's coefficient 
alpha calculations. Inter-factor correlations were also assessed. 125 subjects visiting a clinical trial site consented 
to participate in this reliability and validity study. Diagnoses included Major Depressive Disorder, Bipolar 
disorder, and schizophrenia. There was one cross-sectional clinic visit during which the FSFS rating instruments 
were administered in conjunction with the BDI , SDS and MFSI-SF-C. We correlated the score of FSFS, BDI to 
MFSI-SF-C and SDS. The study was verified with IRB consent and confidentiality was warranted. 

Results 

Internal consistency for all subscales was within the recommended ranges (α≥0.70). We found moderate to 
strong correlations between BDI, FSFS and SDS (r=0.82 for BDI, r=0.76 for FSFS) and between BDI, FSFS and 
MFSI-SF-C (r=0.72 for BDI, r=0.87 for FSFS). There was high internal consistency of FSFS and BDI by one 
rater at visit 2 as demonstrated by Cronbach’s alpha = 0.86 and 0.92.  

Conclusions 

As shown above, the modified FSFS instruments for fatigue are reliable measures of fatigue and both measures 
are validated with the SDS and MFSI-SF-C. The multidimensional Fast Screening of Fatigue Scale (FSFS) 
appears to be feasible for population of major psychiatric disorders. More information is needed to determine 
whether the issues addressed by FSFS are also meaningful to fatigue syndrome for comorbid physical problems 
such as DM and cancer patients. 
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Single-case or single-subject experimental designs (SSEDs) are used when one is interested in the effect of a 
treatment for one specific subject, a person or another entity [1]. In these kind of designs, the subject is observed 
repeatedly before the treatment is introduced, and during or after the treatment (Figure 1). Because it is difficult 
to generalize the results from such an experiment to other subjects, the experiment can be replicated within or 
across studies. The results of several single-subject studies can be combined by performing a multilevel meta-
analysis. In a multilevel meta-analysis, the results of each subject are first converted to an effect size, and next, 
these effect sizes are combined, taking into account that measurements are clustered in subjects, and subjects are 
clustered in studies. Van den Noortgate & Onghena [2,3] proposed to use two regression coefficients as the 
effect size metrics: the effect of the treatment on the intercept and the effect of the treatment on the slope. They 
also proposed to standardize these regression coefficients, by dividing them by the residual within-phase 
standard deviation, so that these effects are comparable over subjects and studies. To combine the estimates of 
the effect on the intercept for multiple subjects in a meta-analysis, Equation 1 can be used: 

 bଶ୨୩ ൌ γଶ଴଴ ൅ vଶ଴୩ ൅ uଶ୨୩ ൅ rଶ୨୩   

  with 	vଶ଴୩~N൫0, σ୴మబౡ
ଶ ൯, uଶ୨୩~Nቀ0, σ୳మౠౡ

ଶ ቁ , rଶ୨୩~Nቀ0, σ୰మౠౡ
ଶ ቁ 

(1) 

With bଶ୨୩ the ordinary least squares estimate (OLS) of βଶ୨୩, the treatment effect on the intercept for subject j (j = 

1, 2, …, Jk) in study k (k = 1, 2, …, K). This estimate equals an overall effect γଶ଴଴ of the intervention on the 
intercept, plus a random deviation for study k, vଶ଴୩, a random deviation for subject j in study k, uଶ୨୩, and a 

residual deviation, rଶ୨୩ because the treatment effect for that person is not perfectly estimated. The same equation 

can also be used for the effect of the treatment on the trend. 

We evaluated the performance of this approach, using simulation research. The results indicate that a multilevel 
meta-analysis of standardized effect sizes is only suitable when the number of measurement occasions for each 
subject is 20 or more. On the other hand, when there are only a few measurements per subject, the estimated 
effects were found to be biased (Figure 2, left boxplot).  

 

Figure 1. Graphical display of the basic single-case experimental design. 
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Figure 2. Distribution of the deviations of the estimated mean effect on the intercept of the treatment from its populations 
value, with the immediate treatment effect equal to 2, the effect on the trend equal to 0.2, the number of studies equal to 10, 
the number of subjects per study equal to 4, the number of measurements per subject equal to 10, the between-study and the 
between-subject variance equal to 2.  

 

In a following step, we tested four ways to correct for the biased estimates of the effect. In the first approach, we 
used the formula of Hedges [4] to correct for small-sample bias, in the second approach, we estimated the 
residual within-subject standard deviation by performing a two-level analysis per study, in the third approach we 
estimated the residual within-subject standard deviation by performing a regression analysis per study, and in the 
fourth approach, we used iterative raw data bootstrapping to correct for bias [5]. Based on simulation studies, the 
first and the last approach seemed best suited to correct the bias (Figure 2). 
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Introduction 

LPS and some cytokines can activate the hypothalamic–pituitary–adrenal (HPA) axis and affect brain 
development in pregnant mice. Maternal infection during pregnancy is a risk factor for several psychiatric 
illnesses with neurodevelopmental origin. In this study we have evaluated the effects of exposure of pregnant 
mice to the bacterial lipopolysaccharide (LPS) on anxiety and depression-related behaviour of male offspring.  

Methods  

Pregnant NMRI mice were treated with intra-peritoneal administration of LPS (120, 240 and 480 µg/kg) at the 
10th gestational day. Induction of the pro-inflammatory cytokines, TNF-α, IL-1β and IL-6, was measured in 
maternal serum 1.5h following maternal LPS challenge. All of the pregnant rats were allowed to give birth and 
nurture their offspring normally. Number of animals in each litter was standardized (3 males and 3 females/ 
dam), in order to standard milk availability. Pups were weaned on postnatal day 21 (PD 21), and offspring 
housed (four animals from the same treatment/cage). Pregnant mice and male offspring divided to control and 
experimental groups (n = 7/ group for pregnant females; n = 7-10 with 2 pup each litter for the adulthood 
behaviors). Adult male offspring were chosen randomly for each test. 

Anxiety-related behaviour of the male offspring (at postnatal day 70) was studied using elevated plus maze 
(EPM) test. EPM is a wooden, plus-shaped apparatus that elevated to the height of 50 cm above the floor. This 
maze is composed of two open arms (30cm×5cm), and two enclosed arms (30cm×5cm×15cm), each arm have an 
open roof. The maze was placed in the center of a quiet and dimly lit room. Following their respective treatment, 
mice were placed individually in the center of the plus-maze, facing one of the open arms. Behavioral data were 
collected by a “blind” observer who quietly sat 1 m behind one of the closed arms of the maze, using a time 
meter. The observer measured: (1) time spent in the open arms, (2) time spent in the closed arms, (3) number of 
entries into the open arms, and (4) number of entries into the closed arms during the 5-min test period. An entry 
was defined as all four paws in the arm. The maze was cleaned with distilled water after each mice was tested. 
For the purpose of analysis, open-arm activity was quantified as the amount of time that the mice spent in the 
open arms relative to the total amount of time spent in any arm (open/total×100), and the number of entries into 
the open arms was quantified relative to the total number of entries into any arm (open/total×100). The total 
number of arms entered, as well as the total number of closed arms entered was used as indexes of general 
locomotor activity. Anxiety test of pregnant mice was carried out 1.5 hours after injection of the LPS and anxiety 
test of offspring was carried out at postnatal day 60. 

Forced swimming test was applied for evaluating the depression-like behaviour. Forced swimming test (FST) 
was performed as described, with minor modifications. Mice were forced to swim individually in a vertical glass 
cylinder (height 30 cm, diameter 15 cm) filled with water maintained at 24–26°C to a depth of 15 cm. After 
testing in the water, mice were removed and allowed to dry in a heated enclosure. Duration of immobility 
(making only minimal movements to keep the head above water or floating), swimming (movement of all four 
legs with body aligned horizontally in the water), and climbing (movement of all four legs with body aligned 
vertically in the water) were measured from videotapes by a trained blind observer. The total duration of each of 
the three behavioral parameters, immobility, swimming and climbing, was separately recorded by different 
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observation sessions. To examine the robustness of this method, we compared the immobility time separately 
measured and that calculated by subtracting total time by the sum of swimming and climbing times. 

Results and conclusions  

Our results demonstrate that LPS administration induces a significant increase in TNF-α, IL-1β, IL-6 and 
corticosterone levels in maternal serum. However, in offspring, prenatal LPS administration has no significant 
effects on serum cytokines, corticostrone levels and depression-like behaviour, while decreasing the anxiety 
levels. 

Ethical Statement 

The study was approved by the Ethics Committees of University of Erlangen-Nürnberg and the experimental 
protocol is in compliance with the National Institutes of Health Guide for Care and Use of Laboratory Animals. 
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Diversity, which is defined as the collective amount of differences among members within a social unit [2], has 
been an important concept applied in various ways across fields like ecology, demography, information systems, 
sociology, economics, and psychology. In organizational research, diversity has been prominent in studies using 
team members’ characteristics to predict performance [3]. A review of the past diversity research shows that 
most scholars choose the indices according to methodological priority, theory, and familiarity of the indices [4]. 
Some researchers have suggested that theoretical refinement of the conceptualization of diversity is necessary 
before selection of an index. For example, Harrison and Klein [1] proposed organizing indices according to three 
types of diversity separation, variety, and disparity. They defined diversity as the distribution of differences 
among the members of a unit with respect to a common attribute. Consequently, separation, variety, and 
disparity are respectively understood as differences in attitude or position, differences in categorical 
characteristics, and differences in power or status hierarchy. Concerning the maximum diversity for variety, 
separation, and disparity, they correspond to a discrete uniform distribution, a bimodal distribution at extremes 
of a continuum, and a positively skewed distribution, respectively.   

The current study shows that the maximum value of a group diversity measurement is a function of the group 
size and the distribution of members within a group across the respective properties. The main purpose is to 
obtain proper upper boundaries for each of the commonly used indices of diversity for all conditions featuring 
group size characteristics within the concept of the diversity types. Following Harrison and Sin’s [2] suggestion 
to normalize the diversity indices, which reduces the inflating effects on group size, a normalized range for the 
discrete random variables was obtained. These results are useful to applied researchers interested in comparing 
index values with respect to suitable maximum boundaries and also to use the normalized indices to predict 
group outcome at group level of analysis. 

Table 1 shows the results obtained for three indices, that is, the maximum value for all of them (Blau’s index, 
standard deviation, and coefficient of variation). Blau’s index, standard deviation, and coefficient of variation 
respectively correspond to measure diversity as variety, separation, and disparity. The minimum value equals 0 
for all diversity indices, meaning that individuals are absolutely homogeneous as regards the characteristic of 
interest. On the contrary, the maximum value varies depending on several properties. Our research focused on 
maximum values as they had not been solved for group size parity and varying group size and thus we obtained 
normalized indices for the possible cases (Table 1). In fact, we have also obtained maximum values for other 
indices (not shown here), such as the Teachman’s index (for diversity as variety), mean Euclidean distance (for 
diversity as separation) and Gini coefficient (for diversity as disparity). 

Having derived general upper boundaries, researchers can compare the values obtained to their suitable 
maximum values and thus make proper conclusions for the specific conditions (e.g., group size and group size 
parity). Additionally, applied researchers may consider that normalized diversity indices could be useful to 
improve outcomes at group level as they are expressed in the same metric. These normalized indices allow social 
researchers to make proper comparisons among groups or organizations as these measures provide 
measurements of dispersion that can be applied to collectives of differing sizes. It should be noted that the 
present study was constrained to descriptive analysis and thus no conclusions are made about the statistical 
properties of the indices as estimators. 
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Table 1. Upper boundaries and normalized indices for some common diversity measures. All normalized indices range from 0 
to 1. n, k, and pi respectively denote group size, the number of categories, and the proportion for the ith category. The value a is 
equal to n – k × int[n/k], where int[] denotes the integer function. By means of xmin and xmax, we denote the minimum and 
maximum values of scales. 
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Abstract  

The present study applied network analysis to scrutinize spatial behavior of rats tested with symmetrical or 
asymmetrical layout of 4, 8, or 12 objects along the perimeter of a dark, round arena. We considered locations as 
the units of a network (nodes), and passes between locations as the connections of the network. In terms of 
Ethovision parameters, there were only minor differences between rats tested in either symmetrical or 
asymmetrical object layouts. However, network analysis revealed substantial difference in the behavior between 
the layouts. For the network analysis, we first defined locations in the environment, where each ‘location’ was a 
cluster of stopping coordinates (defined as no progression for at least 1 second) extracted from Ethovision. From 
the set of locations and the passes between them we extracted the network analysis parameters: for each node- 
degree,clustering coeficient and shortest mean path were calculate. In addition the average network 
degree,clustering coeficient and shortest mean path were extracted for each rat. It was found that behavior in 
either a symmetrical or asymmetrical layout of 4 objects, the key locations coincided with the objects. However, 
in the asymmetrical layout with 4 objects, additional key locations were spaced at a distance that was identical to 
the distance between other objects, forming behavioral symmetry among the key locations. In other words, it was 
as if the rats imposed behavioral symmetry in their spatial behavior in the asymmetrical environment. We 
suggest that wayfinding was easier in symmetrical environments, and therefore, when the physical attributes of 
the environment were not symmetrical, rats behaviorally established a symmetric layout of key locations, 
thereby gaining a more legible representation of the environment despite its more complex physical structure. 
Altogether, the present study adds a behavioral definition for a location, a term that so far has been mostly 
discussed according to its physical attributes or neurobiological correlates (place, border and grid neurons). 
Moreover, the network analysis enabled to identify a location and to assess its importance, even when that 
location did not have distinctive physical properties. 

Materials and Methods 

Ethical statement 

This study was carried-out under permit # L-10-013 of the IACUC of Tel-Aviv University. For the purpose of 
this study, male Wistar rats (n = 16; age 3 months; weight 250–300 g) were housed in a temperature-controlled 
room (21°C) with 12/12 h light/dark cycle (dark phase 8:00 to 20:00). Rats were held in standard rodent cages 
(40 X 25 X 20 cm; 2 rats per cage) with sawdust bedding and were provided with free access to water and 
standard rodent chow. Each rat was marked with a waterproof marker on its tail, and accustomed to handling - 
10 minutes a day for one week. Rats were maintained and treated according to the institutional guidelines for 
animal care and use in research. 

Apparatus 

Rats were tested in a round arena, 200 cm in diameter, surrounded by a 50 cm high tin wall. The arena was 
placed in a temperature-controlled (21 ±1 °C) and light-proofed room. The arena floor was covered with a navy-
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blue PVC layer. During testing, the room was completely dark, illuminated only by infra-red light invisible to 
rats (Tracksys, IR LED Illuminator; UK, with a 830 nm wavelength filter). Trials were recorded by a video 
camera (Ikegami B/W ICD-47E, Japan) placed 2.5 m above the center of the arena, providing a top view of the 
entire arena. Footage was saved on a DVD device (Sony RDR-HXD 870, Japan). Each rat underwent three trials 
with 4, 8, and 12 objects respectively, in only one of the following two object layouts. Objects (black cement 
blocks; 6.5 X 6 X 6 cm), were placed in either a symmetrical or an asymmetrical layout along the arena walls. In 
the asymmetrical layout, distance between objects was established randomly, with at least 25 cm between 
objects, preventing the rats from touching two objects at the same time. Overall distance between objects was 
equal on average for both layouts in each trial.  

Procedure 

Sixteen rats were randomly assigned to two groups of eight rats, each undergoing three trials in an arena with 
either a symmetrical or an asymmetrical layout of objects. Each rat was individually tested on alternate days with 
an increasing number of objects, starting with 4, then 8, and finally 12 objects. We did not include the 
counterbalanced paradigm (18, 8 and then 4 objects) since our past studies indicate that this procedure did not 
affect the results [1-2].  At the beginning of each trial, a rat was placed at a fixed start location next to the arena 
wall, and its behavior was recorded for 20 minutes. The arena was wiped with detergent between successive 
trials. All testing took place during the dark phase when rats were most active. 

Data acquisition and analysis 

For path analysis, the arena was divided into the following virtual areas:  

Perimeter - a 15 cm strip along the arena wall. 

Center - the remaining central area of the arena (excluding the perimeter area).  

Object area - a 25 X 25 cm square, around each object. Since objects were placed along the perimeter, object 
areas were of course located within the perimeter area.   

The paths of movement of the rats in these areas were tracked from the video files using ‘Ethovision XT 7’ 
(Noldus Information Technologies, NL), a software that provided the coordinates of the center of mass of the rat 
five times per second. The following parameters were extracted for further analysis with 'Microsoft Excel 2007':  

Distance traveled - the cumulative metric distance (m) traveled over 20 minutes. 

Duration - the time spent (min) at each of the arena areas. 

Travel between center and perimeter - incidence of crossing between center and perimeter areas. 

Duration at an object - the time spent (min) in an object area. 

Visits to an object - the number of entries to an object area.  

Network analysis 

For network analysis, behavior was considered as a set of locations and the transitions between these locations. 
In this representation, we defined local parameters that referred to the behavior within a specific location, and 
global parameters that referred to the behavior in the entire arena. Custom-designed software ('Huldot' by 
Michael Liberthal) was used to identify locations of interest for the rats, as reflected by their X-Y stopping 
coordinates inside the arena. We defined a stop as no progression for at least 1 second. ‘Huldot’ was based on an 
algorithm that was based on the stopping behavior [3-4], its mathematical principles much resemble the City 
Clustering Algorithm (CCA) [5-6], yet it represents a novel approach to the study of spatial behavior. Using the 
‘Huldot’ algorithm, we identified the rat’s first stopping coordinate and defined it as node1. We then added to 
node1 all the stopping coordinates that were located at d≤l from the first stop (where d represents the measured 
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distance between the stops and l represents a “unifying criterion” that was set to 12 cm – about half a rat’s body-
length). We continued adding new stops to node1 until there were no more stops at d≤l from any of the stops 
included in node1. We then identified the rat's next stop (not included in node1), defined it as node2, and 
repeated the process (see Figure 1).  

The distance between stopping coordinates was calculated, and stopping coordinates within a 12-cm diameter 
were assigned to the same node. This diameter was found to be the best fit according to the following 
considerations: physically, this diameter (12 cm) had to be less than 14.5 cm (which is half the shortest distance 
between objects), as otherwise stopping coordinates at two adjacent objects could be attributed to one node at an 
intermediate distance between the two objects (see Figure 2). The 12-cm diameter also had to be greater than 9 
cm in order to prevent the splitting of stopping coordinates at the same object into two separate nodes (see Figure 
2). Within this diameter range, the 12-cm diameter was the best fit for all animals. Altogether, the algorithm 
provided a method by which to define locations in the spatial behavior of the rats, offering a useful definition 
irrespective of network analysis. In the present study, however, this definition of locations (nodes) was a 
prerequisite for network analysis, enabling us to view the behavior as a network comprised of nodes (node = 
clusters of stopping locations), and of links between these nodes (link = pass from one node to another). 
Moreover, once the nodes and the links between them were established, it was possible to refer only to the 
topology of the behavior while ignoring the metric distance between actual stopping coordinates, and to analyze 
the behavior only in terms of the nodes and links that constituted the network (see Figure 2e). 

Stopping coordinates: - these are as the x-y coordinates of a single rat, as extracted from the tracking system 
(Ethovision). The large black circle represents the arena perimeter, each red dot represents a stopping coordinate 
at which the rat stopped for one second or longer, and the black squares represent the location of the objects.  

Nodes under the application of a 12-cm circle around the additional stopping coordinate:- As shown, with this diameter the 
nodes (circles) coincide with the objects and behavior.  

Define stop(1) as Node(N)

Draw a circle with radius r from stop(1)

Other stops within the circle?

Add stops to Node(N) 
Go to the next stop and 

define as Node(N+1)

Draw a circle with radius r
from stop(N+1)

Other stops within the circle?

Add stops to 
Node(N+1) 

Go to the next stop and define as 
Node(N+2)

If there are more stops that 
are not related to a node

If there are more stops that 
are not related to a node

b. Node building process

Figure 1. The algorithm for transforming stopping coordinates into a network node (a) and a visualized process of building a
single node (b). (taken from Weiss et at. PlosOne 2012, under revision).  
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Nodes under the application of a 9-cm circle around the additional stopping coordinate:- As shown, with this diameter 
stopping coordinates around the same object split into several nodes, resulting in a mismatch between behavior and nodes.  

Nodes under the application of a 14-cm circle around the additional stopping coordinate:- As shown, with this diameter the 
bottom node encompasses the stopping coordinates of two objects (see the red dots of these objects in a.).  

Topological graph:- The presentation of the network after the transformation of stopping coordinates into nodes (red circles). 
Arrows between nodes represent the links (passes) between nodes. Note that the location of a red circle does not represent the 
physical location of that node. Likewise, the circles that represent the nodes in b-d do not represent the real size of the node 
but the number of stopping coordinates included in that node.  

Local network parameters 

Once nodes and links had been defined, the following parameters were provided by 'Huldot' for each node in the 
network: 

Degree/Connectivity (k) - the number of links that a node has with other nodes (i.e. the number of neighbors that 
a node has). 

Clustering coefficient (C) - the number of actual links between the neighbors of a specific node, divided by the 
total number of possible links that could occur between them (“how many of a node’s neighbors are also each 
other’s neighbors”). Clustering coefficient (C) is a value between 0 and 1, representing the level of connections 
between all of a node's neighbors (what portion of a node's neighbors are themselves neighbors). This was 

calculated as follows: ࡯ ൌ
ଶ|௘ೕೖ|

௞೔ሺ௞೔ିଵሻ
 where ࢑࢐ࢋ is the number of links between node ࢏ to other neighbors, and ࢏࢑  is 

the number of node i neighbors. 

Shortest path length (l) - the minimal number of nodes needed to be traveled in order to reach all the nodes in the 
network from a specific node.   

The above parameters shed light on three different aspects of the nodes, indicating the relative importance of the 
nodes within the network. For example, a node with a high degree (k) and a low shortest path length (l) would be 
typical to a key node (hub) for travel within the network. 

 

a. Stopping coordinates b. Appropriate diameter

c. Too short diameter d. Too long diameter

e. Topological graph

Figure 2. The rationale for establishing the criterion of 12 cm diameter and the transformation of stopping coordinates into a
network is illustrated for one rat. (taken from Weiss et at. PlosOne 2012, under revision). 
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Global network parameters 

While the above parameters refer to specific nodes, additional parameters were calculated for the entire network 
of each rat, as follows: 

Total number of stops  

Total number of nodes 

Average network degree (<k>) - the average number of links per node (the average of the above degree values of 
all nodes). This parameter represents the connectivity of the network. 

Average network clustering coefficient (<C>) - the average of the above local clustering coefficients of all nodes.  

Average network shortest path length (<l>) - the average of the above shortest path lengths of all nodes. This 
parameter reflects the minimal number of nodes that needed to be traveled in order to reach from any node to 
any other node in the network.   

Network density (d) - the ratio of the number of actual links divided by the number of theoretically possible links 
between all nodes.  

"Key nodes" - nodes that encompass 10 or more stopping coordinates were defined as key nodes. The value of 10 
stopping coordinates was set as a threshold based on ranking all nodes according to the number of stopping 
coordinates clustered within them. A two-fold difference from other nodes was noted in the layout with highest 
ranking nodes, which were thus separated and defined as key nodes with 10 as their minimal number of stopping 
coordinates. 

Statistics 

Data were compared by either a two-way ANOVA with repeated measures followed by a Tukey post hoc test, or 
by means of a Student's t-test. Alpha level was set to 0.05. 
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Abstract 

Repetitive behaviors are common in daily life, constituting a seemingly non-functional component, manifested in 
excess in sport or compulsive rituals. The similarities and differences among various types of repetitive behavior 
remain unclear. Here we analyzed a daily task (donning a shirt, performed by 10 healthy volunteers, 3 tasks 
each) and a sport task (basketball free-throw, performed by 10 NBA players, 10 tasks each) by means of The  
Observer behavioral coding and analysis software, and found that both comprised pragmatic acts performed by 
all subjects, and idiosyncratic acts performed by some of the subjects. About half of the idiosyncratic acts were 
'personal', for being typical to one individual but varying among individuals. In addition, in both tasks the 
pragmatic component of the task ('body') was preceded by an idiosyncratic component ('head') and was also 
followed by an idiosyncratic component ('tail'). We suggest that the seemingly nonfunctional acts have an 
adaptive value, with the 'head' serving as a preparatory phase and the 'tail' serving as a confirmatory phase. In 
sport rituals with definite end and high stakes, the head was long and the tail absent. In everyday tasks, the head 
and tail were relatively short, whereas OCD rituals featured a relatively long tail. These comparisons revealed 
that compulsive pathologic rituals share the same structural components with daily tasks but not with sport 
rituals, suggesting that normal and pathologic rituals could develop on different grounds. Focusing on form and 
structure, we distinguish between daily motor routines, sport and pathologic rituals. Further research is required 
to uncover the underlying mechanisms of these repetitive motor behaviors. 

Ethical statement 

This study was approved by the Institutional Helsinki Committee for Human Experimentation at Tel Aviv 
University. 
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Introduction 

Neurocognitive impairment is a serious adverse effect of radiation-based therapy [1]. It is well known that 
ionizing radiations induce oxidative stress on target tissues, mainly through the generation of reactive oxygen 
species (ROS) [2,3]. Spatial learning and memory are compromised after ionizing irradiation in rats using the 
Morris water maze test, and antioxidant-based diets are able to improve these radiation-induced behavioural 
deficits [4]. Quercetin is one of the most commonly found flavonoids in the diet with reportedly antioxidant and 
anti-inflammatory properties, and has been shown to have radioprotective actions in mice under gamma-
radiation [5].  

The analysis of learning curves obtained from Morris water maze tests has been traditionally carried out using 
repeated-measures analysis of variance [6], analysis of linear regression slopes [7], and analysis of non-linear 
exponential regression coefficients [8]. However, when the learning curve is altered by applying a disruptive 
agent (such as X-irradiation), these approaches may not be appropriate to best explain the behavioural changes 
induced. Piecewise (segmented) linear regression could be useful when a change in experimental conditions can 
be presumed to produce a sharp transition point in the response curve. 

Objectives 

The present study aimed to test the hypothesis that intragastric (IG) administration of quercetin shows a positive 
radiomodifier effect over spatial learning and memory dysfunction induced by X-irradiation in male Wistar rats, 
when the behavioural tests started either before or after X-irradiation.  

Materials and methods 

Experiments were designed to test the response of rats to a single sub-lethal X-irradiation (6 Gy, 0.4 Gy/min) on 
a Maxishot 200 X-ray machine, with a source-skin distance (SSD) of 50 cm. According Spanish legislation, 
irradiation procedures were performed by qualified technical staff. Male Wistar rats, two-months old (Harlan, 
Barcelona, Spain), were divided into four groups (CQ, CV, RQ, RV, n=8 each) according IG administration of 
quercetin (50 mg/kg body weight) in vehicle (propyleneglycol) (Q), vehicle IG-administered (V), whole-body 
irradiated with 6 Gy X rays after anaesthesia with pentobarbital (R), and sham-irradiated (C). Quercetin or 
vehicle IG administration started five days before behavior was first measured and lasted along all experimental 
period.  

Learning was assessed using the Morris water maze test over the six days following X-irradiation (Experiment 
1). We used a pool (120 cm in diameter and 60 cm height) made on glass fiber and painted on acrylic black, 
filled with water at 23 °C. In Experiment 2, with a new batch of similar, naïve rats, Morris tests started as 
previously four days before X-irradiation, to be resumed by the three days immediately after radiation exposure 
at the same conditions as above.  All the tests were conducted during the morning, and the order in which 
animals were tested was randomized in sucessive days.  Each rat was allowed to swim by 60 seconds in each of 
four sessions starting sequentially from each pool quadrant edge with 30 seconds resting time between trials. The 
black, circular escape platform was only visible to the rat on the first testing day.  
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One B/W camera (512x512 pixels) was set up 2 m high to record the trials. We used a Dell Optiplex GX280 
computer running Noldus Ethovision 3.0 (Noldus Information Technology, Wageningen, The Netherlands). The 
behavioral parameter studied was the latency to reaching the escape platform when the animal was placed in the 
pool from any of the four quadrants.  

Learning data were analyzed using nonlinear regression fitting to exponential and piecewise segmented linear 
equations. Segmented regression fits one line to all latency (L) points with time (t) less than some value t0, and a 
second line to all points with t greater than t0, ensuring that the two lines intersect at t0 [9]. The model was built 
according the following statements: 

L1 = intercept1 + slope1*t 
L at t0 = slope1*t0 + intercept1 
L2 = L at t0 + slope2*(t – t0)  
L = IF(t<t0, L1, L2) 

There was also an imposed constraint so that X0 was greater than 4 days, that is, the first line should include the 
data from the four first days without irradiation, and the second line the data from the next Morris tests after 
irradiation.  

Nonlinear fitting procedures were carried out using GraphPad Prism version 5.00 for Windows (GraphPad 
Software, San Diego CA, USA, www.graphpad.com).  

The experimental protocol used was approved by the University of León Ethical Committee, and adhered to the 
European Community Guiding Principles for the Care and Use of Animals. 

Results 

When learning started after experimental X-irradiation, the relationship latency (L) vs. time (t) fitted an 
exponential decay curve given by the equation L=(L0 - Plateau)*exp(-K*t) + Plateau [9].  RV rats showed the 
highest latency plateau level following six test days after X-irradiation, which was indicative of a learning 
slowdown. However, learning was improved in X-irradiated animals administered quercetin (Figure 1). When 
the fitting model was a straight line, the slope was taken as a measure of the learning speed.  RV rats showed the 
slowest learning speed, which was improved by quercetin treatment in a way similar to non-irradiated animals. 

In Experiment 2, learning was interrupted by X-irradiation after four days, and behavioural tests were resumed 
on the next three post-irradiation days. All latency data were fitted to segmented linear regression.  

Upon resuming the tests, the slope of the corresponding segment showed that learning speed was depressed in all 
irradiated animals, with a non-significant improvement by quercetin treatment (Figure 2). 

 

Figure 1. Exponential decay fitting of the latency to reach the escape platform vs. day for successive Morris water maze tests 
on rats after X-irradiation applied on day 0. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 421



 

Figure 2. Segmented linear regression fitting of the latency to reach the escape platform vs. day for successive Morris water 
maze tests on rats before (days 1-4) and after X-irradiation (applied on day 5). 

 

Discussion 

Learning curves from Morris water maze experiments can be fitted to multiple equations, with the best results 
usually obtained using exponential decay equations [8]. However, when the experimental setup is such that 
disruption can be presumed to alter significantly the behavioral response, segmented linear regression may be a 
useful tool to quantify the difference in the time course of the observed process. In our work, the disruption was 
mainly due to X-irradiation taking place at the 5th day, but also there is an effect of the anaesthesia in CV and CQ 
animals (Figure 2, left). We are not aware of this fitting procedure being applied to Morris water maze data 
analysis in the literature. 

The results of the present work show that quercetin administration before and after sub-lethal X-irradiation is 
able to counteract the learning slowdown induced by X rays only when the learning process starts once 
irradiation has been applied.  These findings could be helpful to design clinical interventions aimed to reduce the 
impact of radiotherapy on cognitive function. 
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Very little is known about differences in behaviour of different strains during the hot plate test, and the strain-
related effects on reported nociceptive thresholds. The hot plate is a commonly used test to study thermal 
(anti)nociception in rats and mice [1]. In this test, the animal is placed on a hot plate until a predetermined 
behavioural endpoint is observed, typically a hind-paw lick or jump response [2, 3]. Differences in latencies 
between animals are considered to reflect differences in nociceptive threshold. It is known that when studying 
drug-induced changes in nociceptive threshold, latencies of various behavioural endpoints are affected 
differently depending on the drugs used [2]. However, strain-related differences have to be taken into 
consideration as well. 

The experimental protocol was approved by the Animal Experiments Committee of the Academic Biomedical 
Centre, Utrecht, The Netherlands. The Animal Experiments Committee based its decision on ‘De Wet op de 
Dierproeven’ (the Dutch ‘Experiments on Animals Act’, 1996) and on the ‘Dierproevenbesluit’ (the Dutch 
‘Experiments on Animals Decision’, 1996). Both documents are available online at http://wetten.overheid.nl. 
Further, all animal experiments followed the ‘Principles of Laboratory Animal Care’ and refer to the Guidelines 
for the Care and Use of Mammals in Neuroscience and Behavioural Research (National Research Council 2003). 

Four phylogenetically distant inbred rat strains (Elevage Janvier, Le Genet St. Isle, France; n = 14 for each 
strain), were used, including Wistar Kyoto (WKY), Fawn Hooded (FH), Brown Norway (BN) and Lewis (LE). 
Body weights (± SEM) were 225.07 (± 2.02), 202.43 (± 2.92), 163.64 (± 1.13) and 233.57 (± 2.04) gram at the 
time of arrival, respectively, and all rats were 8 weeks old at the time of arrival. All rats were housed 
individually in a clear 1500U Eurostandard Type IV S cage of 48 x 37.5 x 21 cm (Techniplast, Buguggiate, 
Italy). Rats were provided with bedding material (Aspen chips), ad lib access to food (CRM, Expanded, Special 
Diets Services Witham, United Kingdom), water and carton houses (Rat Corner House, Bio Services B.V., 
Uden, The Netherlands) and plastic tubes (Rat retreat Amber, Plexx, Elst, The Netherlands) as cage enrichment. 
The environment was temperature (21 ± 2 ºC) and humidity (47 ± 3%) controlled with an inversed 12:12 h light-
dark cycle (lights off from 7.00 – 19.00 hrs) and a radio played constantly as background noise. Animals were 
handled at least three times a week by the experimenters. All testing procedures occurred in a room different 
than the animal housing room.  

After an acclimatization period of three weeks, all animals were subjected to the hot plate test. The hot plate 
apparatus (Model 35100, Ugo Basile, Varese, Italy), was maintained at 50.0 ± 0.1 °C. Animals were placed in a 
glass cylinder of 24 cm diameter on the heated surface of the hot plate and removed immediately when either a 
hind paw lick or jumping response was observed [4]. The latency until one of these responses was scored. A cut-
off time of 120 seconds was used to prevent tissue damage.  

Two types of behavioural endpoints were measured, i.e. the hind-paw lick and the jumping response. None of the 
rats reached the 120 seconds cut-off time. Thermal nociceptive thresholds differed per strain (F3,51 = 15.83, p < 
0.000; see Figure 1a). Post hoc test (Sidak) revealed that the latency time of the FH was significantly increased 
compared to WKY and LE, the BN showed a significantly increased latency time compared to the WKY. The 

type of behavioural endpoint observed differed per strain, 2(3, N = 56) = 12.36, p < 0.01, see Figure 1b, but no 
effect of type of response was found on latency time (response x strain: F3,48 = 1.23, p = 0.35; response: F1,51 = 
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0.56, p = 0.46). The BN showed mainly the jumping response, while within the WKY strain paw licks were most 
prevalent. The FH and LE showed both behavioural endpoints with equal prevalence.  

As the strains differed in body weight, one concern is the potential influence of body weight on latency. 
However, a recent study showed that this effect is weak and therefore unlikely to fully explain differences in 
latency up to 50% in this study [5]. In conclusion, when selecting behavioural endpoints the animal strain should 
be considered. Since the type of observed behavioural endpoint did not influence the baseline latency (i.e. paw 
licks and jumping responses occurred at the same latency) it is recommended to take both types of behaviours as 
endpoint for the hot plate test as indicator for the baseline (i.e. non-drug related) thermal nociceptive threshold.  
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Figure 1. (A) The type of response did not significantly affect the latency time. Latency times differed between strains. Data
are represented as mean ± SEM. Values which are different between strains are marked with different characters, i.e. FH =
BN, FH > WKY = LE,  BN = LE, BN > WKY. (Sidak; p < 0.05). (B) Strains differed in their behavioural endpoint. Data are
represented as number of responses per strain. FH = Fawn Hooded, BN = Brown Norway, WKY = Wistar Kyoto and LE =
Lewis.   
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Aim of investigation 

Non-evoked readouts for assessment of analgesic efficacy against spontaneous pain have been proposed to 
improve the predictive validity of preclinical models for analgesia. As such, the development and validation of 
novel readouts which go beyond reflex-withdrawal assays and which rely more on innate animal behavior is 
necessary. Here we demonstrate that the normalization of innate rodent behavior suppressed by pain, such as 
burrowing, can be a useful alternative behavioral readout for assessment of analgesic efficacy. In a Complete 
Freund’s Adjuvant (CFA)-induced model of knee-joint arthritis the effects of naproxen, ibuprofen and 
pregabalin were compared in a weight bearing, an open field and a burrowing assay.  

Methods 

Male Sprague Dawley rats were injected with 150µl CFA (2mg/ml) into the knee, three days before testing in 
weight bearing, open field and burrowing assays. Naproxen (0, 50, 100 mg/kg, ip), ibuprofen (0, 30, 100 mg/kg 
s.c.) and pregabalin (0, 10, 30 mg/kg, i.p.) were administered 30, 90 or 60 minutes, respectively, before testing. 
Weight bearing on each hind leg was determined using a rat incapacitance tester, horizontal locomotor activity 
and rearings were recorded in an open field for 5 minutes and burrowing performance was measured by the 
amount of gravel left in a hollow tube after 30 minutes of presentation to the rat. All experiments were 
performed in accordance with company, national and international regulations and laws for animal care and 
welfare as well as the recommendations and policies of the International Association for the Study of Pain 
(Zimmermann, 1983). 

Results 

CFA-induced knee-joint inflammation caused marked reductions in weight bearing in the inflamed leg, open 
field activity and burrowing. Naproxen, ibuprofen and pregabalin were efficacious in normalizing weight 
bearing, but in the open field horizontal locomotor activity was not normalized by any treatment condition and 
rearing behavior was reinstated only by ibuprofen (100 mg/kg) and not by the other treatment conditions. On the 
other hand, naproxen (100 mg/kg), ibuprofen (31.6 mg/kg) and pregabalin (10 mg/kg) effectively reversed CFA-
induced deficits in burrowing behavior.  

Conclusions  

These experiments suggest that measuring burrowing performance is an alternative non-reflex readout relying on 
innate rodent behavior which is affected by pain and can be pharmacologically manipulated. The burrowing 
assay appears to be more sensitive to pharmacological treatment than locomotor activity assessments in an open 
field assay. Furthermore, as opposed to reflex withdrawal or weight bearing assays, burrowing has the benefit of 
dissociating selective analgesic doses of a drug from doses that induce locomotor impairment in the same 
animal. 
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In order to analyze prefrontal function after pharmacological treatments, we wanted to use an attentional set 
shifting test for the outbred albino ICR:CD1 mice. The attentional set shifting test is successfully used in rats, 
and recently also in mice, although there has been controversy whether the mice can form attentional sets. Also, 
the methods used for mice vary a lot between laboratories.  Here, we used a food bait digging procedure 
described for the rats [1] and later adapted for the C57Bl/6J mice [2]. 

In our procedure, the adult male ICR:CD1 mice (Harlan) were food restricted to 85-90% of their normal weight, 
habituated to testing arenas and trained to dig scented materials in cups before receiving a bait. During the 
testing phase, the mice were trained to receive the bait by digging materials in a correct cup based on cue which 
was either digging material (tactile, visual cue) or odor (olfactory cue) added in the materials. Thus, the bait was 
not hidden but given after a correct choice. The procedure consisted tasks of simple discrimination (day 1), 
compound discrimination and compound discrimination reversal (day 2), intradimensional shifts 1-5 (day 3-5) 
and intradimensional shift 6 and an extradimensional shift (day 6). The procedure took 6 days to perform, each 
day started with a repetition of the last stage of the previous day. A criterion to pass each stage was 8 out of 10 
and last 6 consecutively correct choices. If the mouse did not complete stages of one day within 60 min or if the 
latency to make a choice was longer than 3 minutes, it was returned to home cage at least for one hour. The 
animal experimentation was approved by Animal Experiment Board of the Regional State Administrative 
Agency for Southern Finland. 

The ICR mice could perform the discrimination tasks, and as expected the reversal task required significantly 
more trials than the preceding compound discrimination. We found intradimensional shifts easier when odors 
were used as relevant cues compared to material cues. Consistently, an extradimensional shift from odor to 
material was more difficult than the preceding intradimensional shift, while this was not the case for the 
extradimensional shift from material to odor. 

Currently, we are testing for conditions to refine the protocol in order to be able to use the ICR:CD1 mice in 
pharmacological studies in this test measuring cognitive flexibility. As a conclusion, this test may be useful to 
analyze mouse prefrontal function. However, it is time consuming and a low throughput method limiting its 
applicability.  
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Abstract 

Social organization in primate societies is a complex and self-organized phenomenon that integrates kinship, 
competition and cooperation behaviors, and which can be explained using simple rules according to the adaptive 
behavior approach. Although it is not currently a common approach in Primatology, some incipient agent-based 
simulations have been used in order to study the emergence patterns of social organization in primates. 
Hemelrijk [1] presented an agent-based model, called DomWorld, where dominance interactions (i.e., dyadic 
agonist encounters between two agents) determines both the dominance hierarchy and the spatial distribution of 
group members observed in macaque societies. More recently, and based on the co-variation hypothesis [2], 
Puga-González et al. [3] developed GrooFiWorld, an agent-based model that is an extension of DomWorld and 
includes agonistic and affiliative behaviors in order to reproduce the emergence of patterns of social organization 
observed in macaque societies. 

Dolado & Beltran [4] obtained data from observation of a captive group of Cercocebus torquatus (a species that 
is phylogenetically close to macaques) and compared them with data from GrooFiWorld agent-based simulations 
[3]. The results suggested that, although the GrooFiWorld model can be used as a starting point to study the 
flexibility observed in behavior patterns in macaques and close species, some other parameters should be taken 
into account in order to determine the emergence patterns of social organization in primates. A good candidate to 
include as a factor in GrooFiWorld model is kinship.  Many studies have identified kinship (i.e., the genetic 
relationship among group members) as a factor that can account for certain individual differences in aggressive 
and affiliative patterns observed among members of the same group [5]. Moreover, the females of the macaques, 
baboons or mangabeys remain in their natal groups and spend much time in contact with their relatives searching 
for food, in grooming sessions or by taking care of offspring. Therefore, including kinship in a model of social 
organization may modify the durations and frequencies of affiliative interactions in the group [6] and contribute 
to achieve a better fit of the model. 

We have developed an agent-based program called A-KinGDom, which is written in C and Delphi and Open 
GL, and runs in Windows. The program implements DomWorld  [1] and GrooFiWorld [3] models, plus a new 
KinWorld model that is an extension of GrooFiWorld which  includes the kinship factor in order to modulate 
affiliatives interactions. The simultaneous application of dyadic interaction rules for all agents in the current 
model allows us to simulate the emergence of patterns of social organization in a group of primates. The 
KinWorld model includes dominance and affiliatives interactions, as well as kinship relations between agents 
(see Figure 1). According to the DomWorld and GrooFi World models, whenever an agent does not perceive any 
other agent within its personal distance, grouping rules come into effect. However, if one agent enters the 
personal distance of another, a social interaction may or may not take place. When two agents meet, one of them 
decides whether or not to engage in either a dominance or an affiliative interaction. Then, if an agent expects to 
win, dominance interaction takes place: if the agent’s current dominance value is greater than a random value, it 
wins the interaction. If its dominance value is lower, it loses. An agent only considers grooming its partner if it 
expects to be defeated. Grooming behavior is modeled according to the level of anxiety: when the agent’s 
anxiety value is greater than a random value, the agent grooms its partner; otherwise, the agent displays non-
aggressive proximity without interacting socially with the other agent. In the KinWorld model, kinship is defined 
as kinfactor=1+r2, where r is the coefficient of relatedness or the level of consanguinity between two given 
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agents; kinfactor multiplies anxiety, thus increasing the likelihood of executing an affiliative interaction between 
two agents that have a close kinship. 

In this study we also present results from a set of simulations comparing the GrooFiWorld and KinWorld 
models, and analyze how they fit with data obtained from a captive group of seven individuals of Cercocebus 
torquatus [4]. As expected, data obtained when the KinWorld model is simulated provide a better fit. 

The agent-based models implemented in A-KinGDom program can be adapted to different biological conditions 
in order to compare results in different groups and species of primates. A-KinGDom simulations provide data 
that characterize the main quantitative measurements of social organization (i.e., gradient of hierarchy, 
undirectionality of aggression, grooming reciprocation or grooming up the hierarchy), which can be compared 
with empirical data. The comparison provides evidence for the plausibility of the KinWorld model and is useful 
for making predictions about patterns of the social organization in other groups of the subfamily Cercopithecinae 
(i.e., macaques, baboons or mangabeys). 

Keywords. Agent-Based Models, Social Structure, Primates. 
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Figure 1. Social interactions according to the KinWorld model. 
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Introduction  

Impaired motor coordination in man due to medication can have an important impact on private life and job 
performance. Antipsychotic drugs in particular are known to induce extrapyramidal motoric symptoms, causing 
disturbed coordination of body movements. The rotarod test is widely used to evaluate drug effects on motor 
coordination in rodents. The principle of this test is that rats or mice are first trained to walk on a rod rotating at a 
certain speed.  Once the animals have learned this, the effect of a test-compound on their motor performance is 
evaluated.  Animals experiencing impaired motor coordination are unable to cope with the rotating rod and will 
drop off when the rotation speed exceeds their motor coordination capacity (see Figure 1).  The more disturbed 
the animals are, the sooner they fall off the rod. However, mice show a particular coping behaviour when 
experiencing motor coordination problems on the rotarod: to prevent dropping off, mice can grip themselves to 
the rod and turn around without falling off (see Figure 2).  

This behaviour then results in late (or no) falling off the rotarod, which would incorrectly indicate that the 
compound tested, did not disturb motor coordination.  The number of times mice turn around on the rotarod 
therefore represents a secondary measure of disturbed motor coordination.  This turnaround behaviour can be 
determined by visual observation, but this is challenging when 5 mice are tested simultaneously on the rotarod.  

The objective of this study therefore is to automate the determination of this turnaround behaviour using video 
recording of the experiment in combination with image analysis software.   

Methods  

Male NMRI-mice (body weight 22-24 g, Charles River) were habituated to the environment for 1 week. They 
were first trained to walk on the rotarod (Med Associates) at constant rotation speeds in 5 min long sessions at 

Figure 1. A: Effect of haloperidol (HAL, 0.31 or 0.63 mg/kg) 
on motor performance of mice on the rotarod (time spent on 
the rotarod); Time (min) is time after drug administration. B: 
number of times a mouse turns around on the rotarod.  While 
HAL has only a very small effect on time on rod (A), the mice 
show a strong increase in number of turnarounds. 

Figure 2. Time sequence (left to right) of a mouse 
showing coping behaviour on the rotarod by gripping 
itself to the rod and making a turnaround (front view).  
The arrow indicates the direction of rotation of the 
rod. 
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16, 20 and 24 rotations per minute (rpm) at 30 min intervals; mice were placed back on the rod each time they 
fell off, until the 5 min session was completed.  Then a session was performed with the rotarod rotating at an 
incremental speed starting at 4 rpm and accelerating over a 5 min period up to 40 rpm.  The next day, a dose of 
the test-compound was administered, and mice were tested at 30 min intervals in 5 min sessions at accelerating 
speed.  The time at which the mice fell off the rotarod was recorded, and the number of turnarounds was counted 
by visual observation.  

To evaluate automated determination of turnaround behaviour, a high resolution video camera (Samsung SDC-
435) was positioned 45 cm above the rod to record the session.  EthoVision® XT (Noldus Information 
Technology, Wageningen, The Netherlands) was used to analyse the video images. A region of interest area was 
identified around the rod and this area was divided in 3 individual zones: the rod in the middle and the front and 
back area’s just outside of the rod (Figure 3). The background was covered with black material such that a white 
mouse could be readily determined by EthoVision® XT as an object. The surface area and the center of gravity 
(CG) of the object were determined, as well as the occurrence of the latter in one of the zones.  Also the 
sequential transition of the CG from middle to back to front and to middle again was determined: this sequence 
of events indicates a turnaround manoeuvre of the mouse.  The Institutional Ethical Committee on Animal 
Experimentation approved the experimental protocol, in compliance with Belgian law (Royal Decree on the 
protection of laboratory animals dd. April 6, 2010) and the facilities are accredited by the Association for 
Assessment and Accreditation of Laboratory Animal Care (AAALAC). 

Results 

Figure 4A shows the surface area of the object (mouse) detected in the area of interest (cf. red area in figure 3).  
The downward peaks represent phases during which the surface area detected suddenly decreases: this is when 
the mouse makes a turnaround (marked by red squares) and thus disappears for a few moments behind the rod.   

However, another example in figure 4B shows that the downward peaks do not always accurately represent a 
turnaround manoeuvre. Surface area tracking is therefore not an appropriate measure to determine turnaround 
behaviour.  

The zone-transition option in EthoVision® XT determines when the CG of the object detected displaces from one 
zone to another.  When the mouse turns around on the rod, the position of its CG should change from the front to 
the mid zone (i.e. the mouse can only appear in the front zone and then in the mid zone when it makes a 
complete turnaround).  This routine indeed accurately detected 12 and 7 turnarounds in figures 4 A and B 

Figure 3. Top view image of one lane of the rotarod. Overlays show the area of interest (red) and the 3 distinct individual
zones (yellow) covering the rod (mid) and the front and back zones as determined in EthoVison® XT. The width of the red
area was set to the width of one lane of the rotarod and the length was set to 3.7 times the diameter of the rod. The arrow
indicates turning direction of the rod. 
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respectively. However, a limitation of this approach is that the exact timing of when these occur during the 
course of the experiment is not indicated. 

A better option therefore is to determine the sequential transition of the CG from mid to back to front to mid 
again.  Output from EthoVision® XT reporting the presence or absence (i.e. 1 or 0) of the CG in each of the 3 
zones during a session was exported to Excel. Conditional formatting was then used to generate a heat map, 
colouring the field blue when the CG was detected in a zone (see bottom panels in figure 4).  The horizontal axis 
represents the time dimension as in the graph above. A sequential appearance of the CG changing from the mid 
to the back to front and to the mid zone again is detected by an algorithm and reports this sequence as a 
turnaround.  This procedure accurately detected the turnarounds as visually observed. 

Conclusion  

Monitoring the time that mice stay on the rotarod is not sufficient to determine impaired motor coordination in 
this species. EthoVision® XT can be readily used to automatically determine turnaround behaviour of mice on 
the rotarod.  This measure is a critical parameter to assess disturbance of motor coordination in mice. 

Figure 4. Top panels: examples of surface area tracking from 2 different mice treated with haloperidol; A: Sudden decreases
of surface area detected by EthoVision® XT (downward peaks) correlate with visual observation of the mouse making
turnarounds (red marks). B: Downward peaks recorded from this mouse do not correlate very well with turnarounds
observed.  Bottom panels are heat maps of occurrence of the CG of the object detected in the mid, back or front zone (blue
marks).  A sequential occurrence of the CG in the mid, back, front and mid zone again is consistent with visually observed
turnarounds made by the mouse. 
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Abstract 

Bread is a staple food in France;  its consumption in French culture is common during meals at home and in  
restaurants. However, the way bread is used in those settings is unknown, notably as a mean to perform non 
ingestive tasks. 117 people were observed in a restaurant, most of whom ate bread (n=106). Observation 
revealed that bread has non alimentary roles during the meal as well as being eaten. The main operations 
observed were: “mopping up” gravy or sauces and to support the picking up of other food. The knowledge of 
those operations conducted with a food product leads to better understanding of  the many roles of bread during a 
meal. The aim of this study was to create a grid analysis of bread operations in a table in naturalistic situations 
based on French culture. 

Keywords. bread, usage, operations, observational methodology, experimental restaurant. 

Introduction 

In France, wheat bread is a major contributor to the diet and a symbol of gastronomy [1]. Bread consumption per 
day in France has decreased during the twentieth century from 900 g in 1900 to 160 g in 1995 [2]. However 
97.6% of French people still eat bread during the day [3]. Bread may be eaten as a single product, but it is 
usually consumed along with other dishes, during a meal. In francophone culture, breakfast could be composed 
of a slice of bread spread with butter or slices of bread filled with other ingredients as a sandwich or just the 
bread [4,5]. 

In all of cases the function of bread is its consumption. However, this product has different features allowing 
other uses during a meal such “mopping up” or use it as a base for a bar snack. Despite the rapid growth of new 
bakery products, research into bread usage by consumers is scarce. The decrease of its consumption is a cause 
for concern in the bakery industry, leading to new ways of understanding how food is used not solely as a 
ingredient but as a more complex object, permitting to dense and rich manipulation. In this case study, we  rely 
on a  design ethnogaphy approach which approximates the immersion methods of traditional ethnography, to 
deeply experience and understand the user’s world for design empathy and insight [6]. In this aspect, Tony 
Salvador, Genevieve Bell, and Ken Anderson [7] describe design ethnography as being "a way of understanding 
the particulars of daily life in such a way as to increase the success probability of a new product or service or, 
more appropriately, to reduce the probability of failure specifically due to a lack of understanding of the basic 
behaviors and frameworks of consumers." In others words, design ethnography studies interactions between 
people and relevant parts of their environment and describes tension between planned use (the one expected by 
bakers or waiters) and ones performed in real life situations by actual consumers. In this research we hypothesize 
that bread is not only a foodstuff but is also a tool used during the meal situation for a wide range of purposes. 
To capture and describe those uses we based our data production on the full video recording of meals in a 
restaurant. In classical ethnographic effort, as stated by Pink [8], describtion ought to be based on an in-depth 
understanding of the meaning of action, which is made in our case by describing the interaction between eaters, 
bread and the others parts of the environment. However, we  aimed to add a quantitative dimension to the 
anaysis by connecting this ethnographic observation to their frequency by combining these approaches. The 
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objective of this study was to create a grid analysis of the bread operations on the table in a naturalistic situation 
based on french culture using a video recording permitting the capture of real-life complexity. 

Methods 

Participants and situation 

117 clients of Experimental Restaurant (Institut Paul Bocuse, Ecully, France) participated in the study. 106 
participants had physical contact with bread while sitting at tables.  Clients were real customers who booked the 
table by themselves in the Experimental Restaurant and paid 20 Euros for a meal. Before starting, an ethical 
committee approved the study and participants were made aware of their participation into a study without 
revealing its objectives. A consent form for participation and video recording in the dining room was signed. 
Participants were adults between 20 and 85 year of age with on average of 44.7 years old.  

Participants were received by the “maître d’hôtel” (headwaiter) as it is usual in a moderately priced restaurant. 
 A total of eight sessions were conducted to study all subjects. Menus were composed of an “amuse bouche”, a 
starter, a main course and a sweet dessert. The style of the cookery was “haute cuisine” or gastronomic meal. 

Products 

White bread (WB) and whole wheat bread (WWB) were supplied daily by the same bakery. Both types of bread 
were proposed to favour the consumption by all consumers. WB was made following the traditional French 
method. WWB was made according to the recipe of GMS Meunerie (France), the supplier of flour used for 
 “Pain complet”. A precision balance (Balance Aip, model NHB-1200) was used to calculate the approximate 
weight of each slice of bread:  7±1g for WB and 12±1 g for WWB. Bread slices were presented in dishes in the 
middle of the table. 

Measurement 

Cameras located on the ceiling of the experimental restaurant were used to monitor the participants during the 
meal. Six cameras were used to observe six different tables during the meals, and the number of participants was 
between 2 and 6 people per table. Recorded video films were employed to analyse customer behaviour towards 
the bread. Vlc media player and Excel 2007 were employed simultaneously to watch and code the behaviours 
observed, respectively. On consumption of each piece of bread, the following information was checked to create 
the grid analysis (Table 1): 

1. At what moment of the meal was the bread consumed?  

2. What is the kind and form of the dish? 

3. Before eating the bread, was any operation carried out with the bread?  

4. What are the elements taking part in the interaction? 

5. What could be the objective of this usage?  

6. Is there more than one usage?  

7. Description of the sequence. 

Results 

Observations led us to define the categories in answer to the previous questions. Table 1 shows the codes to 
create the behaviour bread grid analysis and Figure 1 illustrates one of the multi-operations with the same piece 
of bread observed and an example of a grid analysis.  
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Table 1. Grid analysis about operations conducted with bread. 

CRITERIA CODES

(1) Stage of the meal W: Waiting. 
A: Amuse bouche. 
S: Starter. 
MC: Main Course 
SD: Sweet Dessert 

(2) Type of the dish B: Bowl 
P: Plate 
SP: Soup dish 

(3) Form of the dish Ro: Round 
S: Square 
Re: Rectangular 

(4) Elements taking part into the Interaction BH: Bread-Eater’s Hand 
BHP: Bread-Eater’s Hand-Plate 
BHF: Bread-Eater’s Hand-Foodstuff 
BHC: Bread-Eater’s Hand-Cutlery 
BHFC: Bread-Eater’s Hand-Foodstuff-Cutlery 

(5) Operation with the bread E: To eat. 
M: To mop up. 
Su: As a support to pick up other foods. 
Sp: As a base for spreading. 
Ck: To clean the knife. 
Sb: Function as a base for bar snack. 
D: To dip bread in soup. 
Cf: To clean the fork. 

` 

Times of different operations were counted and sequenced. Some operations chains were repeated. Of the  106 
people who ate bread, the percentage of participants who carried out an additional operation with the bread was: 
82.1% to mop up, 34.0% as a support to pick up other food, 20.8% to clean cutlery, 10.4% to spread other sauce 
and 4.7% use the bread as a base for a bar snack.  

The operations repeated most times were “to mop up and to eat the bread” (M+E), followed by employing bread 
“as a support to pick food up from the dish and to eat the bread” (Su+E) (Table 2). 

The chain of operations most repeated were the bread as a support and after employing it to mop up, another 
sequence repeated several times was cleaning the knife, mopping up and to eating the bread. 

    
Criteria (1) (2) (3) (4) (5) 
Codes S SP Ro B;H;F;C Ck,Su,M, E 

 
Figure 1. Example of multi-operations with the same piece of bread. 
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Table 2. Sequence and number of operations repeated during the meal by participants (n=106). 

Sequence  Times (%) 
E 1082 (62.4) 
M+E 436 (25.2) 
Su+E 87 (5) 
Su+M+E 34 (2) 
Sp+E 28 (1.6) 
Ck+E 25 (1.4) 
Ck+M+E 20 (1.2) 
Sb+E 10 (0.6) 
Ck+Su+E 6 (0.3) 
D+E 2 (0.1) 
Ck+Su+M+E 1 (0.1) 
Ck+Sp+E  1 (0.1) 
Cf+Su+M+E 1 (0.1) 

 
E: To eat; M: To mop up; Su: as a support to pick up other food; Sp: to spread; Ck: to clean the knife; Sb: Function as a base 
of snack bar; D: to dip bread in soup; Cf: to clean the fork. 

 

This generic table identifies several uses of bread and point out some of its main features from the standpoint of 
French Customers. The qualitative analysis of video sequences show for instance some shift in priority of the 
quality of bread. As a tool to pick up other food, consistency should be dense; while at the oppositive its 
mopping up role rely on softer properties. Cleaning, dipping or spreading actions are in an intermediate state. 
Interestingly, there are limitations to the sequence of events. Of course, eating is always the end process, but 
mopping up is always next to last. On the contrary, cleaning a utensile (mostly the knife) appears at the begining 
of the process.  

Conclusions 

In this work, operations with bread by the customers in the experimental restaurant have been investigated. 
Observation of the different situations revealed some logical sequences in the clients’ behaviour over time. It 
was observed that consumption is not the only operation conducted in the dining room. Mopping up and being as 
support for picking up other food are operations that usually precede consumption. Bread could be related with 
the correct cleaning of other elements on the table: dish, fork and knife. Also, the bread was employed as a 
support to pick up other foodstuffs from the dish to avoid contact with fingers.  This pattern of operations would 
be considered as a base to develop a more complex study about the operations regarding the kind of traditional 
bread of a region, culture and situations. This effort will also need extra time to collect oral data about the 
meaning of actions, such as for instance the use of video to ellicit the meaning of an action [9].  
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Improving dairy welfare by improving management 

In dairy barns, cows are restricted in their lying behaviour in several ways. A better designed lying area will 
ensure a better welfare and higher production levels for dairy cows [1, 4-10]. Besides the design of the cubicles, 
on-farm climate and other farm and herd characteristics such as stocking density and number of cubicles 
available per cow, determine much of the lying behaviour of cows [2]. 

Live observations of lying cows are difficult to obtain, because many cows are unused to unfamiliar observers 
and will react behaviourally (i.e. change their posture) to the presence of these observers. It is, therefore, difficult 
to observe lying behaviour and investigate relations between lying behaviour and other factors in a reliable 
manner.  

In this study, we have recorded lying behaviour by using video recordings. On 14 farms, 24-hour recordings 
were made of lying behaviour of dairy cows by using 2 webcams per farm. No researchers were present during 
the filmed period, so that behaviour of the cows was undisturbed. Lying behaviour was analyzed using the 
Observer 10.5 (Noldus Information Technology bv). A simple ethogram was used including the behavioural 
elements standing, lying down, lying and standing up. Video files were coded using continuous sampling 
resulting in mean and frequencies of lying bouts, time used for lying down and for standing up, and time spent 
standing in the cubicle (‘standing idle’). Standing and lying times are important indicators for cow welfare [3]. 

Temperature was recorded during 24 hours by using data loggers. Additional to these data, cubicle design, 
including bedding material, was recorded, other farm and herd characteristics were recorded using a cow comfort 
score protocol [11] and some climate measurements including air speed and humidity have been done, just 
before the cameras were installed.  

On another 12 farms, no video recordings were made but a digital camera was used to take pictures of the 
posture of lying cows in cubicles, to see whether lying posture, recorded from the pictures, was related to farm 
and herd characteristics. We expected that taking pictures was a fast enough method not to influence cows too 
much. On these farms, cubicle design and other farm and herd characteristics were also recorded.  

The relations of lying times, standing time and time used for standing up and lying down, with cubicle design 
parameters, were calculated using linear regression. The relations of lying posture with farm and herd 
characteristics was calculated using binary logistic regression.  A comparison was made with available data of 
lying behaviour of cows kept outdoors in pasture. Furthermore, relations between lying behaviour and climate 
measurements were calculated using a repeated measures analysis.  

These results can be used to further optimize cubicle design and management of dairy cows.   
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Introduction 

Housing children during their school-going years has been a challenge for the longest of times. However, our 
society is changing and becoming increasingly volatile with shorter attention spans due to, amongst other causes, 
social media. The associated cost of juvenile delinquency because of children dropping out of school is hard to 
estimate, but nevertheless very unwelcome. In this period of economic crisis, some educational programs are 
facing severe cuts. This demands an even more precise insight into the hardware of education, that is, the 
physical buildings themselves. Being made of bricks and mortar, they are not subject to down-sizing once 
constructed. 

A specific design (Primary and Secondary School with Child Day Care and Community Centre for the 
Caribbean island of Bonaire) is the basis of this research proposal and allows research to be carried out on how 
to optimize the spatial setting for providing basic education [1]. 

The hypothesis states that optimum physical surroundings, in combination with its program, will compensate for 
the sense of danger, or better put, enhances the feeling of being comfortable and at home [2]. 

Research questions 

The questions to be considered are: 

 To what extent can a virtual design model reflect the actual building constructed? 

 How can access control be implemented without hampering a free flow of activities? 

 To which degree does the orientation of the building with respect to its surroundings enhance a sense of 
safety? 

 Does overview of activities (visibility) with respect to the building in all cases improve the notion of 
safeness? 

 In terms of safety (and durability!), can functions be distributed and mixed in diverse ways throughout 
the building? 

 To what extent does limiting the interaction between different age groups during class hours and breaks 
induce a sense of safety due to the limited number of pupils present? 

 Does optimizing the situation require complete or partial separation of the children and therefore zoning 
the building into specific entities [3] and [4]? 

Type of research 

The research involved is empirical with an inductive approach. Based on specific observations of behaviour, an 
attempt will be made to deduce general rules, on the one hand. On the other, it is assumed, as a deductive 
hypothesis, that clever separation of school-going children will enhance their feeling of safety. Also, overview in 
spatial surroundings generally seems to be appreciated. 

The research will consist of questionnaires filled in at specific intervals, while subjects (children of various age 
groups) explore the virtual environment. A survey will therefore be combined with a case study in order to test 
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the hypothesis. For instance, subjects will have to fill in forms on how safe (on a scale of five) they judge the 
space they virtually wander trough. Or how they appreciate having access to just one half or just one floor of the 
building. Recording of behaviour during the simulated process of passing through and exploring the virtual 
architectural space will provide an insight into the psychological perception of spatial information. In this 
process the subjects physical condition, that is, their eye movement, perspiration and heart rate are measured to 
register a corresponding level of anxiety. Depending on the number of measurements, the research will primarily 
be qualitative in nature in the sense that no absolute values can be determined. Only limited statistical 
calculations will therefore be necessary. 

The objective is, of course, to achieve a neutral result by applying an appropriate methodology and precise focus. 

Research methodology 

Precise measurements can be achieved by working with distinct groups. The subjects will consist of: 

1. Children attending primary school. 

2. Children attending secondary school. 

3. Children and teacher at primary school. 

4. Children and teacher at secondary school. 

Within a given timeframe, subjects within a group will explore the virtual models of the school and respond to 
specific questions put to them. Set-ups A and B will be investigated and then compared. 

 

Figure 1. Distribution of classes to be examined. 
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Figures 2 and 3. Draft school design including community centre (2549 m2). 

 

Set-up A, the horizontal school: the horizontal first floor separates the school into Primary and Secondary 
sections. There will be no interaction between the two age groups during class. During the breaks both inner 
school yards are used by both groups, and all children have the possibility of interacting. 

Set-up B, the vertical school: a vertical separation along the alley of the inner stem divides the school into the 
two age groups. In the stem, it is inevitable that a limited amount of interaction will take place during changes of 
class. During breaks the two age groups have their own square to themselves. 

All subjects will work alone first and then together (with their teachers) during the test. It may be necessary to 
combine the different groups but this will depend on the results of the initial tests. Moreover, relevant questions 
will be put regarding comfort and orientation – i.e. the mental condition of subjects before and after the tests – 
with the answers being compared with the actual behaviour of the subjects [5] and [6].  

Naturally, parents of young children will have to consent with the latter participation in this project. 

Implementation of research 

The present architectural Preliminary Design (see below) will be further converted into a semi-realistic 
environment using advanced visualization and gaming techniques, including sound characteristics of the visited 
artificial space. 

Subjects will explore the interior environment – either individually or in groups – by means of computer 
interfaces. They will interact with computer screens while sitting on specially wired chairs at gaming consoles. 
This can be done, for instance, at the advanced gaming facilities at University of Twente (T-Xchange).  

This method (registration of mental decisions and physical condition) will make it possible to measure the 
mental process of safety assessments. 

General constraints 

A realistic model is at stake, where the yet to be made Final Design will be converted into a real-life 
visualization; 

A representative measurement (large enough number and appropriate groups of subjects) is required to establish 
sufficient accuracy; 

Applicability should also be part of the outcome, i.e. the results must be convertible into a usable protocol for 
professional architects. 

Keywords. architecture, school safety, comfort zones, privacy, children’s behavioural dynamics, orientation, 
perception, space 
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Abstract 

Most of the population living in areas close to the Chernobyl accident have been exposed to external and internal 
low doses of ionising radiation. High doses effects are well known, however low dose radiations had not been 
yet investigated. The aim of this work was to investigate the cognitive effects of internal low doses ionising 
radiation. We evaluate the behaviour in mice pups after that pregnant females were exposed to an acute internal 
low dose of 137Cs (ionising radiation). 137Cs was administrated on GD12 through the drinking water at radiation 
doses of  0, 500, 1000, 2000, 4000 and 8000 Bq/Kg. Behavioural tests were conducted at the age of 2 months to 
evaluate the spontaneous behavior, learning, memory capacities and anxiety. Although we observed an influence 
of the low dose radiation, in general terms, we have not found significant changes between groups in the 
different tests. 

Keywords. 137Cs, internal low dose radiation, behavioral tests, mice. 

Introduction 

After the Chernobyl disaster, the population living in the contaminated areas was subjected to two types of 
radiation exposure: external radiation caused by the surface contamination of the environmental and internal 
contamination caused by food and water consumption. The main contributor to the exposure of people living in 
these areas is 137Cs. Its chemical properties and especially the high solubility in water allow the diffusion of 137Cs 
into plants and animals, resulting in the contamination of food chain in the years following the Chernobyl 
accident [1]. The biological consequences on the health status for internal exposure to 137Cs are not completely 
understood. Several authors have described behavioural disorders and diseases of the central nervous system in 
populations living in radio contaminated areas.  

It was generally admitted that 137Cs must not have effect on the central nervous system, except perhaps at very 
high doses [2]. The brain is highly sensitive to ionising radiation during foetal and early post-natal period. That 
interval corresponds to the time of rapid proliferation and neuroblast migration from proliferative zones to the 
cerebral cortex. Furthermore, the risk of mental retardation is at least five-fold greater when foetuses are exposed 
during this period [3]. The evaluation of neurobehavioral function failed to identify significant effect of chronic 
exposure to 137Cs [4]. Nevertheless, significant modifications in the metabolism of some neurotransmitters have 
been observed in rats fed with oats contaminated with 137Cs at a very low dose (45 Bq/kg) for 1 month [5]. The 
aim of this study was to investigate the impact of internal low doses of 137Cs during pregnancy on the postnatal 
development and behaviour of the offspring. 

Methods 

Animals and treatment 

Pregnant female C57Bl6 mice (30 g) were randomly divided into 6 groups of 10 animals per group. At the 
GD12, animals of each group received a 137Cs at oral doses of 0, 500, 1000, 2000, 4000 and 8000 Bq/Kg. After 
weaning, the pups were separated from the mothers and were raised up. The use of animals and the experimental 
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protocol were approved by the Animal Care and Use Committee of the “Rovira i Virgili” University (Tarragona, 
Spain). 

Experimental setup 

At the age of 2 month, there were randomly selected 8 mice of each group of dose and the following behavioral 
tests were carried out: open–field activity, morris water maze test, radial arm maze and elevated plus maze. 

Behavioral tests 

 Open-field activity. General motor activity was measured in an open-field apparatus. Mice were allowed to 
move freely around the open-field and to explore the environment for 15 min, divided into 3 sessions of 5 min 
each. The path of the animals was recorded by a video camera (Sony CCD-IRIS model) that was placed above 
the square and was connected to a VHS videocassette recorder (Panasonic AG-5700 model). The video tracking 
program Etho-Vision® XT from Noldus Information Technologies (Wageningen, The Netherlands) was used to 
measure the total distance traveled and the number of rearings as a measure of vertical activity [6]. 

Morris water maze test. Spatial learning and retention were tested in a water maze according to a test modified 
from the procedure of Morris (1984). The animals were tested in blocks of five trials during three consecutive 
days (each trial started from one of four points assigned on different arbitrary quadrants of the circular tank). The 
trial latency to reach the platform was 60s and the intertrail interval was 60s. Once the mice reach the platform, it 
remained there for 30s. If the mice did not locate the platform within 60s, the animal was then placed on the 
platform for 30s. 

The movements of the animal in the tank (160 cm diameter and 60 cm height) were monitored with a video 
tracking system (EthoVision® XT, Noldus Information Technology, Wageningen, The Netherlands), were 
measured and recorded the total distance traveled and the latency time before reaching the platform.  

Probe test. At the fourth day, a single probe trial was conducted. The platform was removed from the pool and 
each mice was allowed to swim for 60 seconds in the maze. It was recorded the time and the distance that the 
animal swam in the quadrant that was supposed to have the platform [7]. 

Radial arm maze. In this maze was measured the working memory. It has a circular platform (diameter 18 cm) 
and eight arms (6 cm wide and 35 cm long) radiating from it. At the final of each arm, they have a small food 
pellet (5 mg) behind a low barrier preventing the animal from seeing. The animals were tested on 3 consecutive 
days, one trial per day. The mice had free access to water but were deprived food 12h before the initial trial. The 
first 2 days of the radial arm maze was used to accustom the mice to the test environment and to the maze itself. 
Only data from the final performance day were used for analyses. The start of each trial began with the mouse 
placed on the central platform always facing the same direction. The trial was terminated after 10 min or as soon 
as the mouse had eaten all eight food rewards. To perform well at this task, the mice had to store information 
continuously about which arm(s) had already been visited during a particular trial and which had not (working-
memory, storing trial-specific information). The behavioral were monitored with tracking system (EthoVision® 
XT) and it were measures the time to find all eight pellets and the number of errors. Error is defined here as 
reentering an arm where the food pellet had already been devoured. 

Elevated plus maze. Anxiety-like behavior was measured in this test. This maze had two opposite open arms and 
two opposite closed arms placed 50 cm above the floor. The animals are transferred to the testing laboratory in 
their home cages at least 30 min before the test. A mice was placed on the central platform facing either of the 
closed arms. During 5 min were measured the number of entries into the open and enclosed arms and the time 
spent there. The animal’s behavior was recorded with a video camera (Sony CCD-IRIS model) and was used the 
video tracking program EthoVision® XT. 
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Statistical analysis 

Homogeneity of variances was analyzed using the Levene’s test. If variances were homogeneous, ANOVA was 
used followed by the Tukey method to evaluate all dose groups simultaneously. If the variances were not 
homogeneous, the Kruskal–Wallis test was used. Differences between groups were analyzed using the Mann–
Whitney U-test. The level of statistical significance for all tests was established at p < 0.05. All data were 
analyzed by means of the statistical package SPSS 15 (SPSS Sciences, Chicago, USA). 

Results  

The results of the present study indicate that, in general terms, exposure of female mice to low doses of cesium 
during gestation did not cause relevant dose-related adverse effects on the behavior of the offspring. 

 

* Financial support for this study was provided by the FP7-Fission-2011, Grant Agreement Number 295552, 
CEREBRAD. 
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Abstract 

Skeletal muscle contraction is reputed not to depend on extracellular Ca2+. Indeed, stricto sensu, excitation-
contraction coupling does not necessitate entry of Ca2+. However, we previously observed that, during sustained 
activity (repeated contractions), entry of Ca2+ is needed to maintain force production. The influx of Ca2+ through 
TRPC1 represents a minor part of the entry of Ca2+ into muscle fibers at rest, and the activity of the channel is 
not store dependent. The lack of TRPC1 does not affect intracellular Ca2+ concentration ([Ca2+]i) transients 
reached during a single isometric contraction. However, the involvement of TRPC1-related Ca2+ entry is clearly 
emphasized in muscle fatigue. Indeed, muscles from TRPC1-/- mice stimulated repeatedly progressively display 
lower [Ca2+](i) transients than those observed in TRPC1+/+ fibers, and they also present an accentuated 
progressive loss of force. Interestingly, muscles from TRPC1-/- mice display a smaller fiber cross-sectional area. 
In the present study, we evaluated the involvement of the canonical transient receptor potential TRPC1 ion 
channel in muscle function, basal activity and paws coordination. To study the role of TRPC1 in skeletal muscle 
functions, we investigated in vivo the ability of the TRPC1-/- mice to perform voluntary (running wheel and 
escape test) or endurance exercises (treadmill and wire test). If TRPC1-/- mice do not exhibit any difficulty to 
perform voluntary exercise, they show a predisposition to muscle fatigue. Indeed, the performances of the 
TRPC1-/- mice in the treadmill and wire test were lower than those observed in control mice. We also compared 
basal activity (home cage activity) and coordination (rotarod, balance-beam test). We conclude that TRPC1 ion 
channels modulate the entry of Ca2+ during repeated contractions and help muscles to maintain their force during 
sustained repeated contractions. 

Introduction 

Skeletal muscle contraction is reputed not to depend on extracellular Ca2+. Indeed, stricto sensu, excitation-
contraction coupling does not necessitate entry of Ca2+. However, we observed that, during sustained activity 
(repeated contractions), entry of Ca2+ is needed to maintain force production. We previously reported that in 
myoblasts, TRPC1 ion channel is by far the most widely expressed channel of the TRPC subfamily (at least 100 
times more than other isoforms). In soleus, EDL and tibialis anterior muscles, TRPC1 is also one of the most 
expressed TRPC isoforms. In several investigations, TRPC1 has been reported to be responsible for store-
operated Ca2+ entry. In a recent study, we indeed confirmed that repression of TRPC1 in C2C12 myoblasts 
reduced the store-operated Ca2+ entry and that involvement of TRPC1-related Ca2+ entry is clearly emphasized in 
muscle fatigue (2).  

Aim of the study 

In the present study, we evaluated in vivo the possible involvement of TRPC1 in muscle function, basal activity 
and paws coordination in TRPC1+/+ and TRPC1-/- mice. 

Materials and methods 

Generation of TRPC1−/− mice has been described previously (1). TRPC1−/− and TRPC1+/+ were obtained 
from heterozygous animals. TRPC1−/− were compared with their TRPC1+/+ control sex-matched littermates. 
Mice were placed in individual “Physiocages” (Panlab-Bioseb, Vitrolle France) in which they were accustomed 
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for at least 24 h before starting the measurements. They had free access to food and water. Food and drink 
consumption and rearing were measured during 48h. Open field test. Mice were placed in a square arena (60 x 
60 cm) on one side of the arena facing the wall. Mice were video tracked (Ethovision, Noldus) during 20 min. 
Distance moved and speed were recorded. Rotarod test. Mice were tested for their ability to keep their balance 
on a rotating rod. The time (latency) taken to fall off the rod rotating under continuous acceleration (e.g. from 4 
to 40 rpm) was measured. Wheel running test. Each mouse was individually housed in a standard cage 
containing a low inertia running wheel. Wheel-running distances were measured during the active part of the day 
(from 6 pm to 6 am). Escape test. Each mouse was placed in front of a tube and a cuff was wrapped around the 
tail and connected to a fixed force transducer. In response to gentle pinching of the tail, the mice tried to escape 
into the tube and a short peak of force was recorded. Results are presented as the mean of the five highest peaks 
of force recorded, related to body weight (mN.g-1). Treadmill test. The mice were placed on a treadmill with an 
uphill inclination of 30°, at a speed of 5m/min for 5 min, followed by a progressive increase in speed up to 17 
m/min. The test was stopped when the mouse remained on the shocker plate (back of the treadmill) for 20 s 
without attempting to reengage the treadmill, and the time to exhaustion was determined. Wire test. Mice were 
suspended by their forelimbs to a 1.5 mm thick, 60 cm long metallic wire at 45 cm above soft ground. The time 
until the mouse fell down was recorded. Three trials were performed per session with a maximum time per trial 
was set to 180 s. Results are presented as the mean ± SEM (n=5-10 for each strain). The experiments were 
conducted and the animals were cared in accordance with the directives of the institutional animal care and use 
committee of the University of Louvain. 

Results and conclusion 

TRPC1 −/− mice Present In Vivo Signs of Fatigue. Indeed, TRPC1+/+ and TRPC1−/− mice performed very 
differently in the two endurance tests (treadmill test and wire test). TRPC1+/+ mice ran easily during the 
progressive increase of treadmill speed and resisted beyond 45 min of the test. Interestingly, TRPC1−/− mice 
presented difficulties when speed was progressively increased and ran only <20 min (n = 10) (P < 0.001), 
suggesting a predisposition to muscle fatigue. A similar result was obtained with the wire test, we observed that 
TRPC1+/+ mice rarely fell down before the end of each trial. However, TRPC1−/− mice were unable to resist so 
long [57 ± 13 s (n = 11) in TRPC1−/− vs. 174 ± 4s (n = 10) in TRPC1+/+ mice. In contrast, similar 
performances were observed in TRPC1+/+ and TRPC1−/− mice in the tests evaluating basal activity (open field 
test), paw coordination (rotarod test) and voluntary exercise (running wheel test and escape test). In conclusion, 
the lack of TRPC1 has a repercussion on adult muscles in vivo: TRPC1 KO mice show more susceptibility to 
fatigue. But the lack of TRPC1 impaired neither basal activity nor paws coordination. 
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Introduction 

After defining the subject’s primary goal as describing and explaining certain aspects of behavior, contemporary 
introductory courses and textbooks in various psychological subdisciplines reveal an odd selection of behaviors 
intended to be investigated: filling out self-report scales and pressing keys in computerized experiments. Across 
the issues of the premier journal within the field of personality and social psychology, for instance, Baumeister, 
Vohs and Funder [1] reported a steady decline of the proportion of studies involving the measurement of actual 
behavior since the early 1980s down to barely 20% in 2006. This increasingly narrow focus in methodology 
comes along with a substantial restriction to the range of phenomena addressed by modern psychology [2]. By 
means of the exemplary experimental and observational settings introduced in the present paper, we attempt to 
expand this focus and, thereby, to overcome some of the classical problems associated with predominant 
approaches to human behavior. 

Illegal pedestrian road crossing behavior 

Identifying risk factors associated with pedestrians’ tendency to cross against the lights is crucial to enhance 
traffic safety. A substantial part of psychological research within this field applies the theory of planned behavior 
[3] in order to investigate the influence of attitudes, subjective norm and perceived behavioral control on illegal 
crossing behavior. However, these studies [4] do not examine the constructs’ impact on actual behavior, but on 
the reported intention to violate traffic rules in a fictitious scenario. Regarding the repeatedly observed 
inconsistency between (a) attitude and behavior and (b) hypothesized and actual behavior, respectively, this 
approach appears to be conceptually inappropriate. As an alternative, we developed a stimulus control model 
based on applied behavior analysis, identified discriminative stimuli conflicting with the inhibitory potential of 
the red traffic light, and examined the association between the occurrence of these stimuli and illegal pedestrian 
crossing behavior by means of a systematic observational study. We found that contradictory stimulus 
configurations strongly increase the odds of crossing against the lights. Investigating the determinants of this 
particular behavior in the field enables the development of tailored road safety measures which change actual 
behavior and not only some marginally correlated internal constructs. 

Lie detection 

Lie detection in an experimental context is usually investigated with the so-called “mock crime paradigm” [5]. It 
is, however, questionable whether an instructed lie is comparable to a real-life lie. To date, the adequacy of this 
experimental setting remains to be shown. If we want to make a scientific statement about lying behavior, we 
have to create experiments which reflect the crucial aspects of natural social interactions. Hence, within an 
alternative framework, we investigate deception and its detection with the aid of a multiplayer role-playing 
game. This setting allows us to dispense with instructing the subjects to lie because the contingencies requiring 
players to perform deceptive behavior are imposed by the game itself. In contrast to most of the predominant 
lying tasks, the subjects do not even have to know about the true background of the investigation. By suggesting 
a cover story, subjects’ reactivity to the experimental procedure can be reduced and, thus, lying behavior can be 
observed in a more natural, unbiased context. Compared to the mock crime studies, the context of deception 
produced by a role-playing game is less artificial and the quality of a lie is of greater importance to the 
individual. Hence, arousal, emotions, verbal and nonverbal cues associated with lying are more likely to occur, 
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behavioral and psychophysiological results are more likely to appropriately reflect the lying processes 
comparable to those operating in everyday situations.  

Cooperative behavior 

Whereas the increasing interest in human cooperation in general and indirect reciprocity in particular has 
inspired a large body of computer simulations and internally valid experiments under controlled laboratory 
conditions, conclusive field data is still lacking. In order to evaluate to which extent postulated mechanisms of 
reciprocity account for cooperation in “the real world”, natural field experiments are crucially required [6]. 
Hence, we examined the appropriateness of a “real-world” setting to investigate the predictions of image-
dependent indirect reciprocity [7]. In a German supermarket, one of a number of confederates of the 
experimenter lines up at the checkout appearing to buy a single item (a 0.5 liter bottle of mineral water or a 
corresponding amount of beer). The waiting person in front of the confederate (i.e., the experimental subject) 
can, as a potential donor in an altruistic act, let the confederate go ahead which obtains a benefit for the 
confederate and a cost for the experimental subject (defined as waiting time). The number of items bought by the 
experimental subject and his/her behavior, as well as the number of observers of the situation are recorded. First 
results indicate, consistent with the model of indirect reciprocity, that the decision to cooperate in one-shot 
interactions with strangers depends on the cost-to-benefit-ratio of the altruistic act and that the range of accepted 
cost-to-benefit-ratios constitutes a behavioral measure sensitive to variations of the recipient’s image. 

Conclusion 

We believe that the empirical approaches illustrated above can pave the way for more externally valid inferences 
in each of the particular areas of research. More generally, we propose that behavior-oriented psychology, in 
order to enable a better understanding of human complexity, should focus again on its original interest: actual 
behavior. 
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Introduction 

The 5 Choice Continuous Performance Task (5CCPT) is a test of attention and reaction time performed in 
rodents frequently used to test compounds for drug discovery. Traditionally, this test is executed in standard 5-
hole operant boxes where the animal has to nose poke at briefly illuminated holes to earn a reward (“Go” trials). 
However in a small proportion of the trials all holes are illuminated signaling that the animal must refrain from 
responding in order to earn a reward (“NoGo” trials) [3]. However the 5CCPT has been criticized for the 
substantial difference in salience between Go and NoGo trials. Here we describe the training process for 3 
different variations of this task (Figure 1). First is the “standard” 5CCPT as described by Young (Figure 1a). 
Next is a version highly similar to the standard 5CCPT, but translated to the touch-screen environment, the 4 
choice continuous performance task (4CCPT; figure 1b).  Finally, we trained animals to perform a 4CCPT where 
the Go/NoGo rule is dependent upon a visual discrimination; image “A” (e.g. plane) indicates that the animal 
should go, whereas image “B” (e.g. spider) means an animal should refrain from going (4CCPT-VD, figure 1c). 
This final procedural variation should control for differing saliencies associated with each trial type. 

Materials and Methods 

All experiments described in this abstract have been approved by the local Ethical Committee at Janssen 
Pharmaceutica.  

C57BL6/J mice (Janvier, France) were group housed in ventilated cages with water available ad libitum and kept 
under 12/12h light/dark cycle in a temperature and humidity controlled room. During training and drug studies, 
the mice were food restricted and maintained at approximately 85% of their free-feeding body weight. 
A dedicated group of animals was used for each variation of the task. 

Operant Chambers 

All experiments were performed using the 5-CCPT procedure in five-hole operant chambers with an attached 
corridor leading to a pellet dispenser. Each of the chambers consisted of an array of five round holes (1.3 cm in 
diameter) that were arranged horizontally on a curved wall 5 mm above the grid floor and opposite the corridor. 
At the end of the corridor a food well was attached at floor level. Additionally, a house-light was installed at the 
ceiling of the main chamber. The whole set-up was located in a sound-attenuating chamber and vented by a fan.  

 

 

Figure 1. Go and NoGo stimuli for the 3 test variations: 5CCPT, 4CCPT and 4CCPT-VD.  
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In order to earn a food reward, mice were required to detect a brief light signal (0.5s) presented randomly in one 
of the five holes and respond at this location within 5s (Go-trials). However in 1/5th of trials, all five holes were 
illuminated and mice were required to withhold a response for 5s in order to earn a food reward (NoGo-trials).  

Touch-screen – 4CCPT 

Mice were tested in modified operant chambers of which the wall opposite to the pellet dispenser was replaced 
by a touch-sensitive computer monitor. In front of this screen was a black metal mask with 4 holes (5 x 7.5cm). 
Similar to the operant version, white rectangles were shown on the screen in holes of the mask. When a white 
rectangle was presented (1.5s) randomly in one of the four places on the screen, the mouse had to respond at this 
location within 5s (Go-trials). However in 1/5th of the trials, four rectangles were shown and mice were required 
to withhold a response for 5s in order to earn a food reward (NoGo trials).  

Touch-screen – 4CCPT-VD  

In this variant, one of two pictures is presented upon the screen for every trial (spider or plane). When picture A 
was presented (1.5s) randomly in one of the four places on the screen the mouse had to respond at this location 
within 5s (Go-trials). Again, in 1/5th of the trials, picture B was presented and mice were required to withhold a 
response for 5s (NoGo trials). Four response locations were used in the touch-screen procedure for practical 
purposes. The ability to discriminate visual stimuli is highly dependent upon the size of the stimuli [1] and these 
stimuli had previously been validated using a visual discrimination procedure.  Smaller images would have 
dictated the correction of unique stimuli not currently being used in any of our tests. Therefore we choose to 
instead use fewer locations. To help make the critical comparison between the translated touch-screen version 
(4CCPT) and the version based upon the visual discrimination, we decided to use only 4 stimuli for this version 
as well.  

Incorrect responses of either type, as well as omissions (Go-trials), resulted in de-activation of the house light 
and a short delay prior to the start of the next trial. Mice were tested for a total of 120 trials. Accuracies, 
omissions, and response latencies were measured. 

Results 

Animals were initially trained to associate a tone and a light in the food well with a reward. Afterwards animals 
were trained to respond to a stimulus (light on hole or image on a screen) to earn a reward. As soon as the 
animals reached a high level of performance NoGo trials were introduced. At this point pictures were introduced 
also in the 4CCPT-VD test. Initially the stimulus duration was set at 20 seconds. However this was decreased in 
a stepwise fashion every time the mice reached an accuracy of at least 70%. Animals acquired the different task 
variants at approximately equal rates until the stimulus duration was lowered to 1.5 seconds. We discovered that 
further decreasing of the stimulus duration only results in a decrease in performance in the touch-screen versions, 
although we were able to further reduce the stimulus duration to 0.5 seconds in the 5CCPT with minimal effect 
on accuracy measures. 

Conclusion 

We proved that it is possible to setup a touch-screen version of the 5-choice continuous performance task. 
Nevertheless the animals need a longer stimulus duration time, 1.5s versus 0.5s, to reach an acceptable 
performance. Animals trained in the 5 CCPT test reach an accuracy of  79% on the Go-trials and  86% on the 
NoGo trials while 4CCPT and 4CCPT-VD have a higher Go accuracy ( 95% and 96%) but a lower NoGo 
accuracy (62% and 78%). There’s also a very clear difference in Response Bias (RI) between the different tests. 
The animals trained in both touch-screen tests have a bias towards responding compared to the operant test 
where the animals have a bias towards not responding despite their high level of accuracy. 
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Table 1. Average performance during last week of training. 5CCPT with a stimulus duration of  0.5 seconds, 4CCPT and 
4CCPT-VD with a stimulus duration of 1.5 seconds.  

 GO accuracy NOGO accuracy Omissions RI 

4CCPT (n=12) 
95 % 62 % 24 %  0.21 

4CCPT-VD (n=19) 96 % 78 % 30 %  0.26 

5 CCPT (n=11) 79 % 86 % 14 % -0.30 

 

Keywords. Behavior, attention, animal model, validation, 5-choice, touch-screen 
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Background 

Sex hormones have well-described organizational and activational effects on behavior. The mechanism of action 
of these effects is supposed to involve activation of intracellular steroid receptors acting as transcription factors 
in the nucleus. Beyond these genomic effects, rapid non-genomic effects have been described for both, 
testosterone and estradiol [1, 3]. Behavioral effects mediated by these rapid actions are largely unknown, 
however, it is expected to be within 30 minutes of testosterone or estradiol application. Proposed mechanisms 
based on Michels G. and Hoppe U. C. [2] can be seen in Figure 1. To our knowledge no studies regarding non-
genomic effects of sex hormones and behavior were published so far. The aim of our experiment was therefore 
to describe the rapid behavioral effects of testosterone and estradiol in male castrated rats. 

Methods 

Twenty adult male Wistar rats (Anlab, Prague, Czech Republic) were obtained for the experiment. Upon 
delivery, the animals were allowed two weeks for acclimatization. Animals were kept in separate cages in a 
controlled environment (temperature 22ºC, humidity 50%) with 12:12 light-dark cycle, light period starting at 
8:00 pm, with ad libitum access to water and food pellets. The research on animals was approved by the ethical 
committee of the Faculty of Medicine, Comenius University. 

 

 

Figure 1. Rapid non-genomic and slow genomic pathway of testosterone (T) action. While in the slow pathway, T binds 
intracellular receptors and then it enhances the expression of various genes , in rapid pathway, T binds receptors on plasmatic 
membrane, and the action is mediated through different second messenger cascades (MAPK – Mitogen Activated Protein 
Kinase; Ca2+- ionized calcium; A R – androgen receptor; GABA RCP – GABA-ergic receptor; mAR – membrane androgen 
receptor). 
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Surgery  

After two weeks of acclimatization (12-weeks old animals), all rats underwent surgery under general anesthesia 
(ketamine 100mg/kg + xylazine 10mg/kg in the same syringe, applied intramuscularly). Except of the control 
sham group, the rest of the animals were castrated prior to experiment. Castration was performed through a small 
incision in the scrotum, where both testes and epididymis were ligated with absorbable suture and excised. The 
skin was sutured in two layers with absorbable silk size 4-0. All animals were allowed two weeks for recovery, 
after the surgery.  

Hormonal supplementation 

The castrated rats were injected with testosterone 5mg/kg, estradiol 0.5mg/kg or olive oil. Sham-operated group 
was injected with olive oil.  

Behavioral testing  

Five minutes after an injection, animals were tested in the open field test (5 min), simple novelty test (5 min), 
light-dark box (5 min) and forced swim test (3 min). The whole battery of tests was conducted within 30 minutes 
after injection, since 30 minutes is believed to be the non-genomic effect. The order of tests was chosen from the 
least to the most stressful. EthoVision XT version 8.5 obtained from Noldus was used as tracking software. Open 
field test consisted of a square arena of 100cm x 100cm. Animals were placed in the center of the arena, and 
subsequently were left to explore the maze for 5 minutes. Time in central zone, which was lit, speed, track and 
distance were recorded. Simple novelty test was performed in the same arena as the open field test; however, 
new object was inserted into the north-west quadrant of the open field arena. Light/dark box consisted of a box 
80cm x 40cm that was divided in the half by a wall with entrance. Half of the box was covered and thus floor 
inside was in dark. Animals were inserted in the dark box and their behavior was tracked for five minutes. Time 
in light zone was recorded and evaluated. Forced swim test arena was obtained from Noldus. It consists of a 
cylindric water tank of 45cm height and 30cm in diameter. The arena was backlit by infrared light. Animals were 
allowed to swim in the water tank for 3 minutes, during which 3 types of behavior were recorded: A. Immobility 
- when the animal was not moving, B. Mobility – when the animal was partially moving, and C. Complete 
mobility – when the animal was swimming around, or was trying to get out of cylinder. Immobility time as a 
marker of depression-like behavior was calculated and further analyzed.  

Statistical analysis was performed by XLStatistics 12.02.10 and GraphpadPrism v. 5.0. ANOVA with Bonferroni 
post hoc test were used. P<0.05 was considered to be statistically significant. Data presented as mean + standard 
deviation.  

Results 

Testosterone (p<0.05) and also estradiol (p<0.05) decreased the time spent in the light part of the light-dark box 
(see Figure 2). In the open field estradiol increased time spent in the central square (p<0.05) compared with 
castrated and testosterone group but not with control group (Figure 3). No differences in depressive behavior in 
the forced swim test measured as immobility time was observed between groups (Figure 4). No differences 
between the groups were found in the simple novelty test (data not shown).  

Conclusion 

Rapid behavioral effects of testosterone seem to include an anxiogenic effect. The rapid action of estradiol on 
anxiety differed according to the test used. As far as we know, we are first to describe such rapid testing by 
battery of tests, in order to evaluate non-genomic effects of sex hormones on behavior. Nevertheless, further 
studies using larger groups of animals to conquer inter-individual variability, which is high, should reproduce the 
results and analyze these effects in females as well as further validate the battery of tests. 
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Figure 2. Light/Dark box results. Testosterone as well 
as estradiol decreased the time spent in the light part of 
the light-dark box. * denotes p<0.05 vs. control, data 
presented as mean + SD.TST – testosterone, EST – 
estradiol, Ctrl – control group. 

Figure 3. Open field results. Estradiol proved to have 
anxiolytic effect since, time in central lit zone was in 
estradiol group increased. # denotes p<0.05 in 
comparison to castrated group, • denotes p<0.05 in 
comparison to castrated+TST group. TST – testosterone, 
EST – estradiol, CTRL – control group. 

Figure 4. Results of forced swim test. No significant 
changes were found between groups.  TST – 
testosterone, EST – estradiol, Ctrl – control group. 
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Introduction 

The serotonin transporter (5-HTT) as a key regulator of central serotonergic activity has been linked to 
neuropsychiatric disorders like anxiety and depression. The evidence of a connection between such mood 
disorders and genetic variations of the Serotonin transporter led to the generation of 5-HTT knockout mice with 
a targeted inactivation of the 5-HTT function. These mice, contingent upon their genotypes, differentially 
express functional 5-HTT. Homozygous knockouts completely lack the 5-HTT, heterozygous mice show a 
reduced 5-HTT density of about 50%, while wild-type controls express normal levels of 5-HTT. Behavioral 
phenotyping revealed that 5-HTT knockout mice display a number of phenotypic changes especially regarding 
anxiety related behavior. On the one hand it is known that 5-HTT as well as 5-HT receptor subtypes are 
abundant in the cortical areas involved in cognitive functions, implying also an important role in learning and 
memory. On the other hand, cognitive processes are well known to be strongly influenced by emotionality, 
possibly modulated by stress-related adrenal steroid hormones. In the present study we evaluated whether spatial 
memory is affected by the genotype per se or if there is an interference of differences in the aversiveness of the 
testing conditions. 

We therefore conducted different learning and memory tasks in order to measure how the performance is 
affected by the 5-HTT genotype and differences in the aversiveness of testing conditions.  

Methods 

Male 5-HTT knockout mice (n=28), heterozygous 5-HTT mice (n=28), and wild-type controls (n=28) have been 
subjected to a 5 day series of repeated trials in either a water maze or a Barnes maze. An additional group of 
male mice of all three genotypes (KO n=32, HET n=36, WT n=30) were used to measure how the different 
testing procedures are related to plasma corticosterone concentrations, the main stress hormone of the murine 
hypothalamic-pituitary-adreno-cortical axis. These mice were sacrificed 15 minutes after a single session of the 
respective tests or, as a control, without any test experience. The water maze apparatus consisted of a circular 
pool (1 m in diameter) made of blue plastic. The pool was filled with water (21 °C) to a height of 33 cm. An 
escape platform made of transparent plastic was submerged 0.5 cm under the water surface. Three-dimensional 
visual cues were placed around the water maze. We measure the time until the mice found the submerged 
platform by means of an automated tracking system (http://www.phenotyping.de/digital.html). The test was 
conducted on four consecutive days with three trials per day using the same platform position. On the fifth day a 
different position had to be found. The Barnes maze apparatus consisted of a round white platform (1 m in 
diameter) that was elevated 127 cm above the floor. The platform was surrounded by three-dimensional visual 
cues. From the platform the mice could escape to their home cage (placed directly beneath the table, not visible 
for the mice) via one of 12 holes (3 cm diameter) at the border of the platform. The escape hole was connected to 
the home cage by a wire-mesh tunnel. The other holes led to little blind-ending mesh tunnels. We measured the 
time to find the correct hole that leads back to the home cage of the mouse by means of an automated tracking 
system (see above). The test was conducted on four consecutive days with two trials per day using the same 
escape hole. On the fifth day a different escape hole had to be found. 
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Results and Discussion 

An ANOVA calculated for the areas under the learning curves as well as a non-linear mixed effect model did not 
reveal any significant difference between the genotypes in the Barnes maze (p>0.1). A search strategy analysis 
revealed also no differences regarding the strategy used to solve the maze between the genotypes. However, the 
same statistical analyses performed for the water maze identified significant differences between the genotypes 
(p<0.001) with regard to learning this test. Post hoc analysis revealed significant differences between 5-HTT 
knockout mice and both other genotypes (both: p<0.0001). Moreover, knockout mice significantly differed from 
both other genotypes regarding the strategy used to solve the water maze by relying on random search strategies 
rather than on direct navigation. Both learning tests led to significantly increased plasma corticosterone 
concentrations compared with basal values in all three genotypes. Corticosterone concentrations measured after a 
single trial in the water maze did not differ from concentrations measured after a single trial in the Barnes maze 
in heterozygotes and wild-types but corticosterone titers of 5-HTT knockout mice were noticeably higher in the 
water maze. We suggest that this exaggerated stress reaction contribute to the performance differences between 
the genotypes that were found in water maze learning. 
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Introduction 

Studying and measuring thermo-regulatory behavior of reptiles is central to understanding many aspects of their 
life history including but not limited to their growth rates [1, 2], physiological performance [3], reproductive 
patterns [4, 5, 6]. Monitoring thermal profiles and thermo-regulatory behavior of reptiles is becoming crucial for 
understanding impact of climate change on various species of reptiles and also for predicting whether they will 
adapt to local warming trends or not. Recently Sinervo et al. [7] reported reduction of lizard biodiversity due to 
local warming trends and altered thermal niches. The study also proposed a mathematical model to predict local 
extinctions of lizard populations. Data on thermal profiles of lizards is a crucial parameter for validating such 
models [7]. We have developed a simple, yet comprehensive approach to measure thermal profile of lizards in 
laboratory as well as in field. This protocol allows us to continuously monitor thermal profiles of lizards for 
extended periods of time for getting picture of their thermal microhabitats and thermo-regulatory behavior in 
unprecedented details. 

Laboratory measurements 

We monitor body temperature (Tb) of lizards in the lab continuously for two hours using T type thermocouple 
probes attached to an automated data logger (Eltek Squirrel model 1035). The ultra-thin probe is inserted in the 
cloaca or taped to lizard’s belly during the run. The length of the wire attached is long enough to allow the lizard 
free movement in the laboratory thermal gradient. This method of continuous monitoring gives us a time-series 
of Tb with fine resolution (1 min.) for lizards instead of snapshots as done in earlier studies. The automated 
recording reduces amount of handling time which can influence Tb measurements. A detailed picture of 
movements of lizards in the thermal gradient and how they actively regulate their Tb emerges from the 
continuous record. From these data we can calculate temperature preference (Tp) and time spent at various 
temperatures. This method is safe for monitoring gravid females as well. In addition to monitoring adult lizards, 
this method can be adopted for estimating Tp of small hatchlings by attaching the probe to their ventral surface. 
The cloacal and belly temperature readings are comparable (data not shown). We, thus, successfully monitored 
Tb for both adult and hatchling lizards and calculated heritability of Tp (Paranjpe et al., in preparation). The Tb 
monitoring set up of data logger, probes and particle board tracks with lamps for creating thermal gradient is 
simple and portable enough to be used in field as well (see Figure 1). The lamps can potentially be replaced with 

Figure 1. Experimental set up for recording Tb in laboratory using Eltek squirrel automated data logger. Up to 24 lizards can
be recorded simultaneously in parallel tracks which are illuminated using lamps to create thermal gradients.  
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heating tapes in the laboratory if we need to separate the effects of light and heat on Tb. We can record Tb of 24 
lizards simultaneously using this set up. We have monitored Tb of various species such as Uta stansburiana, 
Urosaurus, Elgaria (see Figure 2) using varying lengths and thickness of the T type probe wires without causing 
any harm to the lizards.  

Field measurements 

To supplement this information with actual thermal niches available in the field we deploy external temperature 
data loggers in various lizard habitats. The HOBO external temperature data loggers (hobos henceforth) have 
two probes for measuring surrounding temperature. Each probe is embedded inside a lizard model made from 
PVC pipe of appropriate length and diameter, painted to mimic the lizard species under investigation. The hobos 
along with the lizard models are then deployed to actual habitats such that one of the probes is in the sunniest 
part while the other one is in the shaded part of the microhabitat. The data are gathered every minute or at longer 
intervals depending on how long we want to record the external temperature. With periodic download of data we 
were able to record detailed temperature profile of lizard’s microhabitat year around. Using these detailed 
temperature profiles we could estimate not only the range of temperatures available for thermo-regulation but 
also the number of hours the lizards could be actually active (h restriction) in their micro-habitat. Such estimates 
are crucial for predicting potential extinction of the populations. In addition to hobos, we also use custom built 
“web” with type E thermocouple probes to monitor temperature of micro-habitats at even finer scale. The web 
consists of 6 radial arms each with 9 probes extending out attached to a data logger and multiplex reading board. 
Each of these probes has a lizard model attached that is placed in various attributes of a selected lizard territory. 
Models are placed in bushes and burrows, on rocks, trees and logs etc. so that recorded operative temperatures 
give a thorough representation of all available sites that can be used for behavioral thermoregulation. The web 
can also be adopted to monitor temperature of snakes and even amphibian models (Bufo sp.) in field.  

Summary 

This is a simple yet effective method of monitoring temperature profiles of lizards. The comprehensive approach 
of laboratory and field Tb monitoring gives a detailed picture of thermo-regulatory behavior in various lizard 
species. This approach can go a long way in gathering extensive data with relative ease for predicting effects of 
climate change on various species. Note: All protocols involving live animals were approved by Institutional 
Animal Care and Use Committee (IACUC).       
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Introduction 

In the present study we investigate the differences in hand movement behavior in the narration of everyday like 
scenes between a speech and a silent condition. Previous studies have shown differences between speech and 
silent conditions when investigating iconic hand movements [1,2]. In this study, we extend the analysis to all 
hand movements having occurred during the description of everyday like scenes. The analysis is performed 
according to the Neuropsychological Hand Movement Coding (NEUROGES)-ELAN-System, a tool for 
empirical hand movement research that combines a kinetic with a functional analysis of hand movement 
behavior [3].  

Susan Goldin-Meadow proposed a model which assumes that hand movements are constrained by speech 
gaining the “full burden of communication” and grammatical properties without speech [2]. Studies so far, 
contrasting gestural output during speech and silence [1,2] could show that more hand movements are performed 
during silent conditions. Both of these studies have focussed on iconic hand movements not including the full 
manual repertoire of hand movement behavior. In this study, we look at the entire hand movement behavior of 
silent and verbal conditions to uncover differences of the complete manual range of nonverbal communication.  

Hand movements convey meaning by different kinetic movement properties. For example, the kinetic structure 
of communicative hand movements is characterized by a preparation phase, a stroke phase and a retraction 
phase, whereas hand movements reflecting emotional states are of continuous/irregular body-focused manner 
without a preparation or a retraction phase [3]. Norbert Freedman has postulated that body-focused as compared 
to “object-focused” communicative hand movements indicates a withdrawal from communication for the 
purpose of self-stabilization [4]. Furthermore, hand movements that accompany speech are different in their 
“basic organization” [2] as the sequential nature of the information flow in speech makes the information flow in 
co-speech hand movements also sequential [5]. To gain insights about the kind of information transmitted by a  
certain kinetic property, we investigate in this study the hypothesis that the total amount of hand movements 
does not differ in situations with or without speech, but the kinetic hand movement structure changes in regard to 
mostly conceptual properties during silent conditions to a less conceptual but more self-stabilizational purposes 
during the speech condition. Furthermore, spontaneous hand preferences reflect the activation of the contralateral 
hemisphere [6]. As Kimura proposed that hand preference is determined by the lateralization of language [7], 
Lausberg and Kita argued that semantic aspects of the message influence the choice of hand in co-speech hand 
movements [1]. Because hand preference of co-speech hand movements is discussed controversially, with this 
study we seek to disentangle the relationship of the choice of hand and the respective neuronal correlates of hand 
movements by a tachistoscopic study design with a silent and a verbal condition.  

Methods 

Hand movement behavior of 11 healthy right-handed participants (5 female, 6 male;  mean age: 41 years; mean 
WAIS score: 100.6; all participants living in Northern America) was videotaped for gestural analysis with the 
Neuropsychological Hand Movement Coding (NEUROGES)-ELAN-System [3]. The study was approved by the 
Ethics committee of the German Research Association, the Ethics committee of the Free University of Berlin 
Medical School, and the Ethics committee of the Montreal Neurological Institute. All subjects signed the 
Neuropsychology consent forms currently used at the Montreal Neurological Institute and Hospital. Participants 
sat in front of a computer and drawings of everyday life action scenes, e.g. a skipping girl, were presented 
unilaterally randomly in the left or right visual hemifield for 150ms. Subjects were asked on the first day of the 
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experiment to demonstrate with hand movements but without speaking what they had seen on the drawing. The 
second day of the experiment participants were asked to describe verbally what they have seen on the drawing. 
Each subject’s performance was taped with a video camera. Two independent blind raters were trained to 
analyze hand movement behavior according to the Neuropsychological Hand Movement Coding (NEUROGES)-
ELAN-System [3]. Kinetic hand movement structures representing different cognitive processes are coded as 
communicative (phasic, repetitive), emotional and self-regulating (irregular), changes in postures (shifts) and 
aborted movements for the right and left hand without sound. One rater coded 100% of the data for further 
analysis while the second rater coded 25% of the data to establish interrater agreement according to Holle & 
Rein (modified Cohen's kappa coefficients as measures of inter-rater agreements) [8]. Repeated measures 
analyses of variance (ANOVA’s) were used to report significant results of the frequency per stimulus of hand 
movements. Multiple post hoc pairwise comparisons were corrected with Bonferroni corrections. 

Results 

In all, 1672 movement units were analyzed. Modified Cohen's kappa coefficients for structure values were 
following: irregular, 0.66; phasic 0.88; repetitive 0.90; shift 0.59; aborted 0.39. Presenting stimuli in the right 
visual hemifield led to greater response in hand movement behavior at all (F(1, 9)=8.681. p<0.05). Concerning 
the structure of hand movements the two conditions (silent (GO), verbal (VG)) showed different distributions 
(structure*experiment. F(4, 6) = 54.480.  p< 0.001) but no difference in the frequency of hand movements in 
general. During the GO condition significant more phasic (mean difference [MD] = 0.148, p < 0.05) and 
repetitive (MD = 0.140, p < 0.001) hand movements occurred as during the VG condition significant more 
irregular hand movements (MD = 0.131, p < 0.05) were executed. Further, we observed a significant interaction 
of hand movement structure and hand preference (structure*hand. F(4, 6) = 13.017. p < 0.01). Whereas the left 
hand was preferred for irregular, shift and aborted hand movements, phasic and repetitive hand movement 
structures were mainly executed with the right hand.  

Discussion 

The present study confirmed previous findings [1] that the choice of hand depends on the semantic aspect of the 
message and not the hemispheric specialization of language [7]. In this data it is shown by its tachistoscopical 
design that communicative conceptual hand movement structures (phasic, repetitive) are executed with a right-
hand-preference whereas continuous/irregular, shift and aborted hand movements, the more emotional structures 
of hand movements, show a left-hand-preference. This counts for the silent as for the verbal condition 
diminishing the influence of speech on the choice of hand. Irregular hand movements are increased in stressful 
situations, negative emotional experiences or the more personal the topic gets [4]. The preferred use of the left 
hand for this movement structure demonstrates the influence of the “emotional” right hemisphere [9]. In contrast 
to previous studies [2] we found that the amount of hand movements during silent and verbal conditions, 
considering all occurring hand movements, does not change. We observed that it is the distribution of hand 
movements regarding their kinetic structure that is differing between verbal and silent conditions. During the 
silent condition the structure of hand movements is highly conceptual observable in mainly phasic and repetitive 
hand movements whereas during the verbal condition continuous/irregular hand movements are executed the 
most. While information is transmitted without speech by the classical communicative hand movement 
structures, speech takes over during verbal conditions changing the kinetic organization of the hand movements. 
We conclude that during the verbal description of everyday like scenes the sequential information flow of speech 
induces a consequent sequential gestural output [1, 5] shown in less conceptual hand movements as observed in 
the silent condition leading to more implicit hand movement behavior during speech. 
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Background 

In animal research, reliable monitoring of physiological body parameters is essential for obtaining good 
scientific results. One of the more fundamental of those parameters is core body temperature. The traditional 
way of measuring temperature is using a standard thermometer, inserted rectally. The value measured in this way 
gives a good indication of the core body temperature. There are, however a number of drawbacks: the 
measurement procedure is highly interfering and may even influence the temperature; the procedure is time 
consuming, labour intensive and not without risk; the value measured may be influenced by the skill and the 
‘touch’ of the person performing the measurement. It’s also easy to see that rectal measurements are not suitable 
if: 

 The group of animals is large. 

 The duration of the test is long (more than a couple of weeks). 

 More frequent data than, say, once per hour is required. 

A possible solution to all these points is using a measurement device permanently inserted into the animal and 
arrange it so that this device communicates wirelessly with some receiving unit in the vicinity. Later on we will 
describe just such a system but first we will take a closer look at traditional temperature measurements involving 
piglets. 

A specific case: manually measuring temperature in young pigs 

An extensive study was carried out to test the following hypothesis: 

Stress is an important interfering factor when measuring temperatures. When animals are stressed by fixating 
and animal handling, this will quickly result in a rise in body temperature (stress induced temperature rise). 

Assuming that this hypothesis is true, it’s reasonable to assume that socializing and training of piglets would 
reduce the stress of handling, resulting in a decrease in temperature rise during rectal temperature measurements. 

In total 100 piglets were used, divided in two treatment groups: 

1. Experimental group: Socialization on day (age) 4- 25, training on day 26 – 40.  

2. Control group: No socialization and no training 

Socialization meant that the piglets were picked up and held by different persons, allowing them to get used to 
the procedure of taking a temperature reading if not the actual measurement itself. In the training period, days 
26-40, actual measurements were made, 3 times a day: 08:30, 12:00, 15:30. 

In the Figure 1 below, we see the difference in temperature between the control group and the experimental 
group during a period of 3 days, followed by an injection of XXX and the resulting pronounced temperature 
change. 
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Figure 1. Mean temperature Experimental (1) vs Control (0) piglets. 

 

Training particularly had an influence on the baseline temperature (mean temperature of 3 days prior to 
vaccination) and not on the temperature after vaccination.  

Trained piglets: 39.7 ± 0.2 degrees Celsius 
Control piglets: 40.0 ± 0.2 degrees Celsius    P<0.001 
 
At t=0 and after vaccination temperatures were alike. This means that also for the control group the temperatures 
were no longer elevated due to stress. It appears there is a training/habituation effect which occurs after three 
days. 

The conclusion of this is that stress caused by handling and the rectal measurement itself only affects the body 
temperature for a short period of time, i.e. about 3 days. Furthermore, even during this habituation period, the 
temperature difference is small. Additionally, also an important finding, there was no correlation found between 
the rectal temperature and the order in which piglets were handled. 

We will now move on to describe a similar study, albeit much smaller in terms of number of piglets involved, 
where telemetry was used side by side with rectal measurements. 

Telemetry vs. rectal measurements: a validation study 

The telemetry measurement system consisted of 4 implantable sensors, 1 receiver and software. By way of 
preparation, each implant had been programmed with a unique identification code and set to transmit each 60 
seconds. After programming, the implants were encapsulated, resulting in 4 small cylinders, 35 by 15 mm.  

Before insertion into the animals, each implant was calibrated in a warm water bath at 36, 39 and 42 degrees 
Celsius.  

The test subjects were 4 young pigs, 5-8 weeks old. The implants were inserted subcutaneously (about 2cm 
deep) behind the ear in an operation taking roughly 45 minutes. A few days after the operation the scars had 
healed well. 

Each piglet had its own pen, roughly 1.5 by 1.5 metres, but with the possibility of nose-to-nose contact with its 
neighbours. In two of the pens, receiving antennas were mounted and cabling run through the wall to an adjacent 
room where the receiver and PC were located. The antennas as well as the receiver have been designed and 
produced by TeleMetronics. 
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Figure 4. Back in the pen, with antenna. 

 

The PC software, also developed by Telemetronics, was configured for 4 implants, using two antennas and one 
receiver. In fact, the software can handle any number of implants (limited by the speed of the PC) distributed 
across as many receivers as the PC can sustain. The total measurement ran for a period of more than two weeks, 
collecting some 20000 temperature readings per piglet. During the same period, about 100 manual readings per 
piglet were recorded. External ‘noise’ disturbed the measurements for parts of the period and for some of the 
implants. Why not all of the implants were affected in the same way is not clear but may be related to the 
different transmission frequencies used and the position of the antenna relative to the noise source (probable 
because implants sharing an antenna displayed roughly the same amount of disturbances). 

After one week of measurements, one of the sensors stopped working. Examination afterwards showed that the 
wire to the battery had come loose. The following results therefore do not include this sensor since it wasn’t 
present in the more important phase of the measurement. 

 

 

 

 

 

 

Figure 3. Inserting the implant. Figure 2. Encapsulated implant (SI ruler).. 

Table 1. Correlation between rectal and telemetry for total 
measurement period including one week of disturbances 
(data filtered to remove obvious ‘bad’ readings). 

Implant Slope Correlation 
1 0.84 0.72 

2 0.89 0.80 

3 0.96 0.81 

Table 2. Correlation for the last 4 days, free of 
disturbances. 
 

Implant Slope Correlation 
1 0.95 0.85 

2 0.89 0.80 

3 1.04 0.92 
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Figure 5. Sensor 3 (red) versus rectal measurements (blue). 

 

As can be seen the slope is very close to 1, indicating that not only is rectal and telemetry correlating but 
producing the same absolute values, something further confirmed by figure 5 

Conclusions 

From the above we conclude that: 

 The measurement principle used in the implant works well with a close to 1-to-1 relation and high 
correlation with rectal measurements 

 Temperature measurements are as accurate as rectal probes 

 Continuous measurement has several advantages: it is time-saving, shows effects that cannot be 
obtained with manual measurements, and goes on day and night 7 days a week 

In the light of the first two points, i.e. the temperature measured by an implant in the neck agrees with rectal 
measurements, the last point becomes especially interesting. Using an implant and telemetry makes large scale 
studies over long periods of time possible, studies that would be almost impossible to carry out using only 
manual measurements. 

We also identified a number of problems during the measurement period, the main ones being: 

 The implants are not as user-friendly as they could be. During calibration and tuning, a period of 60 
seconds between measurements is much too long. However, during measurement, 16 seconds is 
(mostly) too short. Since the broadcast interval cannot be changed after encapsulation, 60 seconds had 
to be selected with unpleasant consequences for the calibration and tuning work. 

 The implants were sensitive to external disturbances. Because the communication implant-antenna-
receiver is carried by an electromagnetic (EM) field, it has to compete with all other surrounding EM 
radiation to be detected by the receiver. The two ways of ensuring this is to 1) select a frequency far 
away from other frequencies and 2) broadcast a strong signal. As for point 1, there’s no free choice, use 
of the EM spectrum is closely regulated. So the only way open for improvements is to transmit a 
stronger signal. 
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Based on these and other observations, it was decided to develop a new generation of the implant. The core of 
the implant, i.e. where the temperature is measured, will remain unchanged but several changes related to signal 
strength and practical handling will be made. Here is a summary of planned improvements: 

 Redesigned electronics will result in a much higher signal output. 

 The broadcast interval will be selectable from the list 15, 30, 60, 120 and 240 seconds and can be set 
externally with a ‘remote control’. 

 The implant can be made to ‘go to sleep’ during which it consumes current in the order of 1 µA. In 
‘sleep’, the implant has a life span measured in years. The sleep mode is also controlled from the 
‘remote’. 

 It will be possible to set the current used for transmission to be one of the following values: 0.5 mA, 
1mA, 2mA, 4mA, 8mA. The lower value can be used where distances are small and/or external 
disturbances are low. In situation where there is much noise or where antennas cannot be mounted close 
to the animals, the higher current values may be selected, thereby increasing the signal strength and 
range. The flip side of the stronger signal is shorter battery life: a higher current will drain the battery 
sooner. 

Ethical statement 

All studies were performed in accordance with the Council of Europe Convention (ETS123)/ Directive 
(86/609/EEC) for the protection of vertebrate animals used for experimental and other scientific purposes, and 
with approval of the Animal Care Committee of MSD Animal Health.  

Literature study 

In animal research various systems are used to measure body temperature, and literature on comparisons of 
methods of body temperature measurement is extensive. However, almost none of these systems are suitable for 
continuous core body temperature measurement in pigs. Several studies [1,2,3] using infrared thermography to 
predict rectal temperature concluded that there is not a strong relationship between rectal and skin temperature 
and that infrared thermometry is not a good alternative to rectal temperature. Subcutaneously injectable 
transponders are widely used to measure body temperature [4,5,6]. However, this is not a continuous 
measurement and transponders need to be scanned with a handheld reader at a distance of 2-5 cm from the 
transponder to measure temperature. In ruminants [7] and horses [8] it is possible to use transponders that are 
administered orally and stay in the rumen or gastrointestinal tract. Although these ‘pills’ measure temperature 
continuously, from a distance, in unsedated freely moving animals, these orally administered transponders are 
not suitable for long term measurements in swine, because these transponders will pass through the 
gastrointestinal tract in about 48 hours before being pooped out [9]. Therefore, to our knowledge the telemetry 
implants used in this study are the best option for long term continuous core body temperature measurements in 
freely moving swine.  
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Abstract 

According to Vrij, the differences between liars and truth tellers are greater when interviewees report their 
stories in reverse order than in chronological order. We intend to explore such influences on the organization of 
behavior within the framework of the T-pattern model. This model grants the possibility to measure and compare 
behavior patterns between liars and truth tellers, not easily detectable without the use of such tools. Recalling 
stories in reverse order will produce cognitive overloading in subjects, because their cognitive resources are 
already partially spent on the lying task; this should emphasize non verbal differences between liars and truth 
tellers. During the experiment, we asked female students to report specific autobiographical episodes. We 
videotaped them as they reported the stories in chronological order or in reverse order after asking to lie about 
one of the stories. We focused in analyzing how people organize their communicative styles during both truthful 
and deceptive interactions.. We coded the video recordings, after establishing the ground truth, using Theme 
Coder 5 software. We are currently analyzing datasets using Theme 6 software. 

Keywords. T-patterns, Theme, non-verbal cues to deception, cognitive load, lie detection. 

Introduction 

Achieving high information assurance is complicated due to human fallibility in deception detection [1]. Two 
studies [2, 3] reveal that although people show a statistically reliable ability to discriminate truths from lies, 
overall accuracy rates average 54% or only a little above chance. Moreover, the average total accuracy rates of 
professional lie catchers (56%) is similar to that of laypersons. 

A meta-analysis of cues to deception [4], which included above 130 studies published in English examining 
nonverbal cues to deception, reveals that many conflicting results have been found. Since no diagnostic cue to 
deception occurs, it could be that a diagnostic pattern does arise when a combination of cues is taken into 
account [3].  

Moreover, cues to deception are typically faint and unreliable [4]. A contributing factor is that the underlying 
theoretical explanations for why such cues occur, like nervousness and cognitive load, also apply to truth tellers 
[5]. Studies in the past have focused on eliciting and amplifying emotions [3] for example by asking questions, 
but it is uncertain whether this procedure will necessarily raise more concern in liars than in truth tellers. 
Conversely, only a few efforts focused on unmasking the liars by applying a cognitive lie detection approach 
[6,7]. 

Instead of searching for universals in cues to deception, we focused in analyzing how people organize their 
communicative styles during both truthful and deceptive interactions. According to Vrij, the differences between 
liars and truth tellers are greater when interviewees report their stories in reverse order than in chronological 
order [6]. The innovativeness of the present work consists in using the methodological approach used in [8, 9], 
that is, the T-pattern model approach. We intend to explore the influences on the organization of behavior within 
the framework of the T-pattern model. This model grants the possibility to measure and compare behavior 
patterns between liars and truth tellers, not easily detectable without the use of such tools [1, 2, 3]. Recalling 
stories in reverse order will produce cognitive overloading in subjects, because their cognitive resources are 
already partially spent on the lying task [6]; this should emphasize non verbal differences between liars and truth 
tellers. 
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Methods  

Participants  

16 Students, all females, aged from 21 to 26. After being recruited, all participants gave their informed consent 
both to audio and video recording. 

Instruments  

Both audio and video recording equipment.  

Setting 

The present study was carried at the University of Milano-Bicocca in an audio-isolated laboratory room 
equipped with four cameras, set to video-record participants’ full-lengths and close-ups. The cameras were 
connected with a 2 channel quad device (split-screen technique). 

Procedure  

We asked participants to consider two specific episodes, regarding the last time they had been to a party and the 
last time they went out for pizza. One of these two episodes had to be the truth, the other a lie. They were given 
20 minutes to prepare the two stories, knowing that after they would have to report both episodes to another 
person (a confederate), who didn’t know which was the lie. We asked half of the students to tell the pizza 
episode first, while the other half did the opposite. All of them were told to lie during the first episode. We 
controlled motivation by telling them that, if they succeeded in telling the lie (meaning, the other person couldn’t 
tell which episode was a lie and which was the truth), they would receive extra credits.  

In the first experimental condition, the interviewer asked the interviewee to report both episodes in chronological 
order. In the second condition, the interviewer asked to report both episodes in reverse mode (starting from the 
end of the story and going back to the beginning). 

The time frame for the experimental task was 10 minutes for each participant (5 minutes per episode), marked by 
audio signals.  

Manipulation check  

To establish the ground truth and verify cognitive load manipulation and motivation, we asked the subject to 
complete a questionnaire after the experiment was finished. Later, we watched the video recordings with the 
participants and asked them when they lied (veracity status).  

T-patterns and Theme 5  

Data analysis is performed using Theme 5 software distributed by Noldus Information Technology [9]. Theme 
detects statistically significant time patterns in sequences of behaviors. The term T-pattern stands for temporal 
pattern; they are based on the timing of events, relative to each other. T-pattern detection [8, 12, 13] was 
developed for finding temporal and sequential structure in behavior. The algorithm implemented in the software 
detects repeated patterns of intra- or inter-individual behavior coded as events on one-dimensional discrete 
scales.  

A minimal T-pattern consists of two event types. An event type is a category of observable behavior whereas an 
event is an instance of behavior occurring at a particular time unit without a duration [8]. Two event types are 
considered a T-pattern if they both occur at least twice in the behavior record in the same order and their 
occurrence times are invariantly distributed over time, i.e. their time distances are unlikely random [8]. 
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Post-detection tools can be applied for filtering and analyzing patterns, for example based on their occurrence 
frequency (how often the pattern is repeated), length (number of events that comprise a pattern)  or behavioral 
content. 

Data analysis  

The coding grid was built basing on literature review of non verbal cues in lie detection. [3, 4, 10]. We 
considered body movements (head, trunk, arms, hands, legs and feet), gestures (rythmic, iconic, metaphoric and 
deictic), self-contacts, gaze and facial micro-movements (FACS action units) [11]. 

2 minutes observation intervals were considered for subsequent analysis. Videos were coded frame by frame 
using Theme coder 5 software distributed by Noldus Information Technology [9]. Each behavior occurrence was 
regarded as a case of an event-type that occurs at a particular point on a discrete time scale, but has no duration 
otherwise. The occurrences of each event-type within the selected observation period form the so called “T-
dataset”. To assess inter-rater reliability of the T-dataset, Cohen’s Kappa was calculated on 10% of the same 
video materials independently coded by two coders, using a “blind” coding procedure. Although differing 
through categories, inter-coder reliability was found to be good to satisfactory (ranging from .70 to .92; p < .05). 
When disagrements were identified or the agreement was not perfect, the specific cases were discussed and 
agreed by both coders.  

Results 

On-going work. We are currently analyzing datasets.   
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Introduction 

The Novel Object Recognition test (NOR) has been introduced by Ennanceur and Delacour in 1988 [1] and can 
be regarded as a spontaneous Delayed-Non-Matching-to-Sample (DNMS ) [2] test. The test is based on a 
spontaneous behaviour: the main assumption at the base of this test is that access to novelty (e.g. an object or an 
environment) can elicit approach behaviours in animals. This apparent ‘unconditioned preference’ for novelty 
has been used in the NOR test in order to study memory functions, assessing the ability of animals to recognize a 
novel object in a familiar environment, because they maintain a representation of those is more familiar stored in 
memory  
The Novel Object Recognition (NOR) test has been used in different variants, but typically consists in two trials.  
In the first trial (T1) the animal is exposed to one or two identical objects (sample object). Following the sample 
object exposure, the animal is returned to his home cage for a retention period. In the second trial (T2), which 
follows the retention time, the animal is returned to the environment (arena) and presented with a familiar 
(sample) and a novel object. When the subject ‘remembers’ the previous exposure to the familiar object, it will 
explore the novel object to a greater degree than that of the familiar one.  
NOR test doesn’t involve reference memory components (e.g. explicit rule learning), thus it can be considered a 
“pure” recognition memory test and a valid task to assess working memory. Finally the test doesn’t involve 
positive or negative reinforces (e.g. food, electric shocks) and this makes NOR comparable to memory tests 
currently used in humans. All these advantages make NOR test quick and simple to be implemented and, 
therefore, it has been widely used for assessing mild cognitive impairment in pre-clinical research. 

Analysis of available literature  

Over the past 30 years or so, several hundred published papers report the use of the NOR test. Given NOR test 
wide use, the available literature on NOR test is abundant and there are quite lot differences in target aim of 
using this memory task, in the methodological approaches, and how results are interpreted, both in Academia 
and Industry. A comprehensive PubMed search on NOR test applied in Rodents from 1988 to 2010 retrieves 
1389 papers. We restricted our in-depth analysis on published studies that explicitly and accurately describe the 
methodological aspects of the NOR task and the following parameters were identified, collected and compared: 

 Animals - Species, strain, age, sex.  

 Apparatus – large variety in shapes (circular, rectangular, Y and T maze) and in dimensions. 

 Objects – large variety of shapes, materials, colours and odours associated. 

 Time schedules – variety in durations. 

 Behavioural measures – variety of data presentation.  

 Other variables – habituation to test arena, handling, light-dark cycle, background noises, illumination 
of apparatus. 
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The aim of this exhaustive and detailed analysis of the available literature is to possibly provide guidelines on 
how NOR test could be better conduced in Rodents (rats and mice) in order to generate reliable and ethologically 
significant data, which can be easily compared between different laboratories. In addition, we intend to discuss 
what methodological aspects should be mentioned in NOR’s papers and the reasons why they cannot be omitted. 

Methodological aspects  

1. Apparatus - There is a large heterogeneity among the analyzed literature for what concern the 
apparatus used in NOR task. The floor space of apparatus used were largely different across 
experiments in the different laboratories even if they had similar dimensions for rats and mice. The 
NOR task is generally performed in square or rectangular arenas or open fields and only few papers 
reported circular apparatus. It emerges that some variables of the apparatus are important for a 
successful NOR test: use age-appropriate apparatus size; allow sufficient environmental familiarization 
in order to minimize anxiety and stress related behaviors and decrease competition for environmental 
exploration; decrease more as possible extra-environment cues; the presence of bedding in the apparatus 
should be avoided to reduce distractor factors; the apparatus has to be built in washable materials to 
remove olfactory cues between test’s pahses.  

2. Objects - In the majority of studies analyzed, objects to be discriminated were made of odorless and 
easy to clean materials and there is a particular attention in changing them with identical copies when 
starting the choice phase, so that they could not readily be distinguished by olfactory cues. On the 
contrary there is a large variability between research groups on the characteristics of objects used, and 
they differ for shape, size, color, brightness, material, texture and combination of these variables. 
Within the NOR test, the researchers agree in using similar sized objects both in sample and choice 
phases and, as for the apparatus, also object sizes should be age-appropriate. First and foremost, the 
objects need to have no ethological significance for the animals and it is worth checking for any 
intrinsic preference for one of the two objects and its complexity (i.e. must be evaluated that animals 
spend similar amount of time interacting with both objects).  

3. Time schedules 

 Sample phase: The evidences from reviewed literature suggest that a minimal amount of sample 
objects investigation is necessary to develop a novel object preference. It has to be taken into 
account that sample phase duration affects the length of subsequent retention, thus the use of a 
fixed duration is preferable over a limited cut-off duration, which doesn’t always ensure a sufficient 
familiarization with the objects. On the other hand, sample objects are explored mostly in the first 
minutes of this phase; therefore a long sample phase (i.e. more than 10 min) may not be useful.  

 Retention phase: The length of the delay phase largely depends upon the type and aim of the 
experiment. Delay times have to be chosen in relation to the sample phase duration, keeping in 
mind that a shorter familiarization has been found to be related to a shorter retention period; it is 
worth not to choose delay over 24 hours and to avoid excessively short delays, which may cause a 
pavement effect.  

 Choice phase: The time of exposure more frequently used in choice phase is 1-3 minutes for rats 
and 3-10 minutes for mice, generally the same duration of the sample phase is maintained. Since it 
has been observed that preference for novelty in rodents is typically stronger during the first 2 
minutes of the choice phase, but gradually diminishes during the last minutes, it is recommended to 
analyze the trial minute by minute during this phase. 

4. Other variables: Most of the studies analyzed do not mention if the animals are undergone the NOR 
task during their light or dark period. Since rodents are nocturnal animals, they exhibit highest level of 
activity during the dark phase and, for this reason, we support papers which conduct the NOR test 
during the animals’ dark/active phase, possibly using an inverted light/dark cycle. Considering that for 
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the NOR task a variety of habituation protocols has been used, it is recommended to increase 
environmental and apparatus familiarization in order to minimize the stress and novelty confounding 
factors, increasing as a consequence objects interaction and discrimination.  
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The water maze (WM) test was first described in the early 1980s [1] and, currently, is one of the most widely 
used tasks in behavioural neuroscience to explore spatial memory in rodents. Methodological variations of the 
WM task have been developed and are being used by researchers in many different applications for instance, to 
test the impact of aging, to investigate various neurodegenerative diseases or for the screening of novel 
therapeutic drugs [2]. In order to take full advantage of the assessment of rodent models by means of the WM 
test, consideration of the behavioural paradigms employed is critical in investigating the phenotype under 
scrutiny. In addition, common proxies used to quantify cognitive abilities of animals are not always satisfactory 
and complete descriptors of behavioural anomalies. Standard performance measures include: path length (i.e. the 
length of the path swam from the release point to the platform) and latency (i.e. the time the animal takes to find 
the platform) as indices of learning achieved during training. Learning is usually defined by shorter latencies and 
by decreased path length. Furthermore, swimming velocity, as measure of genotype-related effects on motor 
activity and thigmotaxis, defined as the proportion of time spent swimming along the edge of the pool which is 
an index of animal’s anxiety, are considered. 

Nowadays, several reliable video tracking systems (e.g. EthoVision, Noldus Information Technology; AnyMaze, 
Ugo Basile; HomeCageScan, Clever Systems; etc.) for automated behavioural research are available. Although 
such software programs have the benefit of measuring a wide range of quantitative performance parameters, very 
basic indices are preferred to more complicated and time-consuming quantifications, resulting in an 
oversimplified description of the behaviour. For example, animals may use different search strategies; an animal 
that swims close to the platform during training may display the same latency or path length to the platform as 
animals that use a circular strategy, but do not show direct search toward the platform area [3]. As a 
consequence, investigation of path shape parameters would be helpful, for example, in discriminating between 
groups of animals that show otherwise no differences according to the usual parameters. Path shape or strategy 
may be determined as a) “cumulative distance to platform” (or “proximity”) [4] which is the distance (cm) 
between the position of the animal and the platform location measured several times per second (the closer the 
animal swims to the platform, the shorter the cumulative distance); b) “turn angle” (degrees), that is the change 
in swimming direction; c) “angular velocity” (degrees/s) which indicates the change of direction of movement of 
the animal in the maze per time unit and d) “meander” (or “ tortuosity”) (degrees/cm) which is the amount of 
turning per distance unit.  

The aim of this study was to provide a more detailed analysis of the water maze performance of a transgenic 
mouse model of Alzheimer’s disease overexpressing mutated tau in brain, termed Line 1 [5], using EthoVision 
3.1 (Noldus Information Technology, Wageningen, The Netherlands). Two different WM paradigms were used 
to investigate cognitive functions in 5-month old Line 1 and age-matched wild-type mice, namely the standard 
reference memory (wild-type: n = 10; Line 1: n = 13) and the problem-solving (wild-type: n = 10; Line 1: n = 
12) WM tasks. The former requires the incremental learning of a constant platform location over multiple days 
of training [6]. By contrast, in the spatial problem-solving task, which was adapted from a protocol elaborated by 
Chen and co-workers [7], an initial visual pre-training is followed by a training to a hidden platform until a 
criterion is met (problem), then the platform location is changed and animals are trained until the same criterion 
of the next problem is met [8]. Mice were housed in groups of up to 10 until the beginning of the study and 
continuing through the completion of behavioural testing. Animals were allowed food and water ad libitum and 
were kept under standard conditions (temperature 20−21°C, 60−65% relative humidity) on a 12 hours light/dark 
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cycle (light on at 7:00 a.m.). Tests took place during the light phase of the cycle. All experiments were 
conducted in strict accordance with the UK Home Office regulations outlined in the Animals (Scientific 
Procedures) Act 1986. 

Path length, latency, swim speed and thigmotaxis were measured for both paradigms. In addition, the percentage 
of time the animal spent within the quadrant where the platform was located during training, as an index of 
spatial memory, was recorded for the standard reference memory WM task whereas the number of trials required 
to reach criterion for each problem was calculated as a measure of the animal’s learning capacity for the 
problem-solving WM paradigm. Standard parameters revealed a learning impairment for transgenic mice in both 
paradigms along with an increased swimming speed and a greater level of anxiety. For the standard reference 
memory WM, the learning impairment was also confirmed by the decreased proximity to the target platform 
location (see Figure 1). The analysis of the number of trials to reach criterion in the problem solving task 
highlighted a learning deficit for Line 1 mice in achieving the first problem only. On the other hand, the 
proximity parameter revealed a more robust phenotype for transgenic animals in achieving all the three problems 
(see Figure 2). This parameter reflects the searching pattern of the animal and a goal-directed searching strategy 
that centers on the area of the platform location results in a shorter cumulative distance as compared with 
random patterns. Therefore, the longer cumulative distance recorded for Line 1 mice suggests a less efficient 
searching strategy in the maze. 

Furthermore, both paradigms revealed a decreased turn angle, angular velocity and path tortuosity for Line 1 
mice when compared to wild-type animals. This may suggest either a different search strategy or a reduced 
exploratory response toward the environment. In support of this latter view is the observation that Line 1 mice 
exhibited increased level of anxiety measured as thigmotaxis. However, a further manual categorization of 
search strategy may help in the analysis of performance since it provides a qualitative description of complex 
explorative behavior. 

In conclusion, the present study revealed that the rarely used shape parameters along with the traditional 
measures allow a more refined and comprehensive analysis of water maze behaviour. 
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Figure 1. Spatial learning deficits in Line 1 mice in the standard reference water maze paradigm.  
Swim path length (A): Line 1 exhibited an inferior performance compared to wild-type mice [F(1,63) = 16.25; p = 0.0006]. 
Proximity (B): Learning deficit in transgenic animals was also confirmed by the decreased proximity to the target platform 
location [F(1,63) = 8.01; p =0.01]. Thigmotaxis (C): Line 1 mice presented with greater level of anxiety [F(1,63) = 13.23; p = 
0.001]. Meander (D): the swim path tortuosity was significantly reduced for Line 1 mice [F(1,63) = 24.88; p < 0.0001]. Data 
were analysed with repeated measures two-way ANOVA with genotype and day as independent variables. For all 
comparisons, a 95% confidence level (p < 0.05) was set for the differences to be considered as significant. Values are 

expressed as a daily mean ( S.E.). 
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Figure 2. Spatial learning deficits in Line 1 mice in the problem-solving water maze paradigm.  
Number of trials to problems (A): Line 1 needed longer training to attain the first problem (Student t-test: t = 2.1; p = 0.04); 
no reliable difference was obtained in reaching criterion for the other two problems (p’s > 0.05). * indicate statistically 
significant difference (p < 0.05). Proximity (B): Transgenic mice presented with greater proximity in achieving criterion of 
all problems [two-way ANOVA: F(1,38) = 22.36; p = 0.0001]. Thigmotaxis (C): Similarly to results obtained in the standard 
reference water maze task, Line 1 mice spent more time swimming along the edge of the pool [two-way ANOVA: F(1,38) = 
5.57; p = 0.02]. Meander (D): Wild-type mice presented with a greater amount of turning per distance unit [two-way 
ANOVA: F(1,38) = 33.57; p < 0.0001]. For all comparisons, a 95% confidence level (p < 0.05) was set for the differences to 

be considered as significant. All values are expressed as a mean ( S.E.).  
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Reinforcement learning can be defined as a trial and error learning of how to maximize rewards and/or minimize 
punishments through repeated sampling or interaction with the environment. This implicit, unsupervised form of 
learning is an essential component of daily adaptive behaviour and is observed to be disrupted in several 
neuropsychiatric disorders such as Parkinson's disease and schizophrenia [1, 2, 3]. The observation that phasic 
firing of midbrain dopamine neurons may encode reward prediction errors during reinforcement learning [4] has 
fueled considerable interest in the neural mechanisms of reinforcement. 

While probabilistic reinforcement learning paradigms using visual objects are commonly-used in research with 
humans and non-human primates, to our knowledge, no fully-validated paradigm currently exists for the rodent. 
The aim of the present study was thus to develop a reinforcement learning paradigm (Probabilistic Selection 
Task) for rats with based on the experimental methods and computational framework of Frank and colleagues 
[1].   

Experiments were conducted using 16 male lister hooded rats. Rats were tested in Med Associate Inc. operant 
chambers. One wall of a standard operant chamber was removed and replaced with an infrared touch sensitive 
flat-screen monitor at the front. House light and food magazine containing built-in photocells was located on the 
rear wall.  

Behavioural training proceeded as follows: 

In phase 1, rats were trained to press a white rectangle (3 x 15 cm) at the bottom centre of the screen in order to 
receive immediate delivery of a food pellet reward. After rats completed 180 trials within a session (max. 30 
minutes), the size of the rectangle was reduced to its final size of 3 x 6 cm. 

In phase 2, touching the rectangle resulted in trial initiation rather than a food reward. The rationale for using the 
initiation rectangle on the screen was to keep attention directed toward the screen and to prevent biases 
(sometimes observed in other touchscreen tasks) due to stereotyped turning responses from the food magazine at 
the rear of the chamber. Upon trial initiation, rats were presented with two distinct visual stimuli (e.g., spider and 
plane, each 8 x 8 cm) in two of three possible positions (y from bottom = 3 cm, x from left = 0, = 7,6, = 15,3 cm) 
on the touchscreen. The positions of the stimuli were randomized on every trial. Stimuli were also 
counterbalanced across the reward probability and presentation order of the reinforcement pairs. For designated 
AB pairs, touching stimulus A resulted in 90% chance of reward (10% chance of non-reward), while touching 
stimulus B only a 10% chance of reward (90% non-reward). Feedback for non-rewarded choices were followed 
by a 5s timeout with the house light illuminated. Similarly, designated CD pairs were associated with 80%:20% 
reward ratios and designated EF pairs with 70%:30% reward ratios. The trial initiation rectangle was presented 
immediately after reward collection or the timeout period to begin the next trial. Sessions lasted a maximum of 
30 min or after completion of 180 trials.  

In Phase 3, after achieving the learning criteria in Phase 2, subjects are then presented with the original stimuli in 
novel pairings to probe the contributions of positive and negative feedback to probabilistic learning by assessing 
whether rats displayed a bias for choosing frequently-reinforced stimuli, or for avoiding frequently-punished 
stimuli. 
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As expected we observed a significant effect of designated pair in phase 2, with the highest choice ratios (e.g., 
A/(A+B)) seen for AB (90:10) pairs and the lowest for EF (70:30) pairs. These differences in reinforcement-
guided discrimination learning were apparent at the group level after only 7-8 sessions of training. Moreover, 
novel use of the initiation rectangle resulted in rapid choice latencies and a relative absence a priori stimulus or 
position biases. Trial by trial data were fit using standard reinforcement learning models to further characterise 
the differences in learning [5].  

In sum, we have developed a visually-guided reinforcement learning task for rodents with parallels to the human 
Probabilistic Selection Task. This paradigm holds promise for the translation of human reinforcement learning in 
rodents, and may be of utility in future studies examining its neuropharmacological underpinnings.  

References 

1. Frank, M.J., Seeberger, L.C., O'Reilly, R.C. (2004). By Carrot or by Stick: Cognitive Reinforcement 
Learning in Parkinsonism. Science 306, 1940-1093. 

2. Waltz, J.A., Frank, M.J., Robinson, B.M., Gold, J.M. (2007). Selective reinforcement learning deficits 
in schizophrenia support predictions from computational models of striatal-cortical dysfunction. Biol 
Psychiatry 62, 756-764. 

3. Yilmaz, A., Simsek, F., Gonul, A.S. (2012). Reduced reward-related probability learning in 
schizophrenia patients. Neuropsychiatr Dis Treat 8, 27-34.  

4. Schultz, W., Dayan, P., Montague, P.R. (1997). A neural substrate of prediction and reward. Science 14, 
1593-1599. 

5. Sutton, R.S., Barto, A.G. (1998). Reinforcement Learning: An Introduction. MIT Press, Cambridge, 
MA. 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 483



Rodent Fear Conditioning: Development and Pharmacological Validation of a 
Video-Based Freezing Detection System 

H. Van Craenendonckl, L. Ver Donck, D.J. Pemberton 

Dept Neuroscience, Janssen Research and Development, a Division of Janssen Pharmaceutica NV, Beerse, Belgium. 
lhvcraene@its.jnj.com 

Abstract 

Rodent fear conditioning is a relatively simple, cognitive-based paradigm extensively used to study the 
neurobiological mechanisms underpinning learning and memory. Prior to the introduction of video-based 
acquisition systems, manual observer scoring was the only available method to capture the freezing responses of 
animals. There are however considerable downsides to this approach including the risk of inter-animal and/or 
study variability as well as the risk of unintentional operator bias. These issues can lead to inaccurate results and 
difficulties in replicating studies across laboratories. The relatively recent introduction of video-based behavioral 
acquisition systems now allows investigators to record and analyse fear conditioning studies using locomotor 
detection algorithms.  Our preference for a video based system over other fear conditioning recording systems is 
that this allows the investigator to compare the system generated data with the actual animal behaviour.  We 
entered into a joint risk-sharing collaboration with Biobserve, Germany, with the objective to develop a bespoke 
fear conditioning video acquisition and analysis system. 

This collaboration started in spring 2010 and after a four month design and data exchange period, followed by 
trial running a beta-version, the final system was delivered to us in December 2010. The software package does 
not require object identification, but analyses differences between subsequent video images to quantify the 
activity (or lack of) of the rat. It also includes unique features in its functionality including individual software 
based camera sensitivity filters that can be altered dependent on the types of the cameras used.  This 
functionality also allows the operator to individually adjust each camera’s sensitivity so that small differences in 
the test cage environment (e.g. subtle differences in illumination) can be balanced across the test chambers. The 
software can also drive additional hardware (e.g. shock grids, speakers) using basic programming skills. In 
addition, the package also contains statistical analysis capabilities (details are available at 
http://www.biobserve.com/products/fear-test/fear-test.html). 

The fear conditioning test involves a conditioning phase, during which animals are placed in a test chamber for 4 
min and receive an electric foot shock after 2 min (conditioning stimulus, CS).  The second phase 24h later 
consists of a recall test, where the animals are placed in the same test chamber (context, or unconditioning 
stimulus, US) for 8 min, but do not receive a foot shock.  After the foot shock in phase 1, and during phase 2, the 
animals show freezing behaviour. This freezing is represents a fear response to the foot shock, and the duration 
of freezing during phase 2 is taken as a measure of how well the animals can still associate the context (test 
chamber, US) to the foot shock (CS).  Test compounds were administered just before phase 1 to assess their 
effect on memory consolidation. The Institutional Ethical Committee on Animal Experimentation approved the 
experimental protocols, in compliance with Belgian law (Royal Decree on the protection of laboratory animals 
dd. April 6, 2010) and the facilities are accredited by the Association for Assessment and Accreditation of 
Laboratory Animal Care (AAALAC). 

Identification of freezing identified by the algorithm showed a high correlation with that by an observer blinded 
to treatment. The pharmacological validation studies using compounds that target the cholinergic system, 
(scopolamine, a muscarinic agonist and donepezil), revealed some unexpected effects during the conditioning 
phase (CS/US pairing). For example, whilst there was no effect of scopolamine during the initial habituation 
phase before the foot shock, significant dose-dependent reductions in shock-induced freezing were observed in 
scopolamine treated animals, suggestive of hyperactivity.  During the recall phase after 24h, freezing was 
reduced compared to previously unshocked rats, indicating recall impairment. Interestingly, while donepezil 
attenuated this hyperactive response and reversed the scopolamine-induced recall impairment, the selective M1 
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muscarinic agonist compound-A (3-{1-[4-(2-Methoxyethoxy)-1-methylcyclohexyl]piperidin-4-yl}-2-oxo-2,3-
dihydro-1,3-benzoxazole-5-carbonitrile) [1] only reversed the effects of scopolamine on conditioning, but not on 
recall.  

In summary, we have developed a bespoke fear conditioning acquisition software package that allowed us to 
detect previously unobserved differences in cholinergic compounds. These studies underscore the importance of 
collecting and interrogating response data during the conditioning phase as interesting differences in 
pharmacology can be detected. 
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Figure 1. Screen captures of the fear conditioning test software. Top panel shows the image acquisition window; bottom
panel shows the ethogram comparison: each horizontal line represents automated scoring of freezing behaviour (bold
segments) of a rat. 
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Precision agriculture is an important technology which can help make agricultural production more sustainable 
by applying the right kind of inputs, at the right place and at the right time. This 3R concept almost certainly 
entails more passes through the crop, while driving slower (in order to apply the input at the right place). High 
labour costs can be avoided by deploying autonomous vehicles. Examples of such autonomous vehicles are the 
Intelligent Autonomous Weeder [1], a robot to detect and control broad-leaved dock [2], a pesticide applicator 
for strawberry fields (see Figure 1), and an autonomous golf course mower [3]. These vehicles use GPS to 
follow a pre-defined path. The broad-leaved dock uses additional sensing to detect and control weeds. The 
autonomous golf course mower is currently the only one which halts when it senses an obstacle. 

Safety of autonomous vehicles in agriculture is obviously important, but has received less attention to date than    
issues such as navigation, efficient paths, detection of crop condition, and development of actuators which are 
suitable for autonomous operation. Development of a safety system for autonomous vehicles in agriculture is 
complicated as the outdoor agricultural environment is often heterogeneous: the soil surface may be rutted, crop 
rows may curve or run together, and crop plants have variable size and shape even in one field. Detection of 
obstacles and especially of people is more difficult against this variable background than it would be, e.g., on a 
factory floor. 

Experiments will be conducted in spring and summer 2012 to assess the usefulness for obstacle detection of 
several kinds of sensors, in several agricultural environments. Sensors included are laser scanners, ultrasonic 
sensors, a time-of-flight camera, and colour and infrared cameras. Environments included are a strawberry field 
and an apple orchard. Experiments will be conducted with various kinds of obstacles: for example, a spade left in 
the field; a child (or crouching adult); an adult standing in the field or among trees; machinery such as irrigation 
equipment left in the field; a fence; but also bunches of weeds, tall grass, and overhanging branches (in the 
orchard) that are obstacle-like but need not be avoided by an autonomous vehicle. Experiments will be 
conducted with a tractor which is driven through the field or orchard.  

Figure 1. Autonomous tractor used to apply pesticides in strawberry fields. At present, the only safety feature of this tractor
is the front-mounted bar with emergency stop buttons at either end. 
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Analysis of the data will focus first on individual sensors. Data from each sensor will be filtered to derive stable 
signals from which the presence of obstacles may be detected. While literature suggests that this approach will 
give good results, we hypothesize that even better detection of obstacles can be achieved by including 
knowledge about the semi-structured agricultural environment. Therefore we will explicitly model the 
environment in a second step of the analysis. In the strawberry field, the strawberry beds, individual plants, and 
the tractor path are modelled; in the orchard, trees are modelled individually when they are growing separately, 
or as a “wall” when they are growing very close together. Model parameters include height and width of 
strawberry plants, and height and shape parameters of the trees. Model parameters will be estimated online with 
a particle filter. For each kind of sensor deployed, a physical model will be used to describe formation of the 
signal, and a likelihood function will be developed to relate belief to signal.  Data from two or more sensors can 
be used to update the particle filter. With a clear estimate of what the environment looks like when it is free of 
obstacles, it is expected that obstacles -deviations from the environment- can be detected with high accuracy.  
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Abstract 

Motivation/Aims  

Our understanding of memory processes has greatly benefited from animal research.  The assessment of learning 
and memory in rodents has so far intensely relied on simple tests with easily translatable experimental methods, 
and thus has concentrated largely on spatial tasks. Socially communicated food bias as a semantic knowledge 
task has been developed in our laboratory as a modified version of the Galef model of food bias induced through 
the social interaction with a conspecific [1,2].  This constitutes a natural odour-odour association and fulfils 
criteria of semantic knowledge including the acquisition during an episodic-like learning event, but the 
information then becomes unrelated to this mouse-mouse interaction and conceptually independent from the 
learning episode; it is finally declared in a different environmental setting.  Such ‘learning from others’ can be 
employed in rats and mice, is not induced through a simple presentation of the odour cue, is transmitted by an 
anaesthetised animal and thus not reliant on the social encounter as such. Furthermore, memory for the novel 
odour is long-lasting (at least 24 hours) and dependent on elements of the temporal lobe as confirmed through 
hippocampal lesion studies (for example [3]) and more recently through measurement of activated immediate 
early genes [4]. Olfactory deficits and memory impairments have been linked to several neurological disorders 
(such as Alzheimer’s disease, Parkinson’s disease, autism, schizophrenia) with respect to detection, 
discrimination, recognition and identification [5], hence the need for identifying an early marker for disease prior 
to clinical manifestations. 

In the present study, we carefully examined and constructed new methodologies of investigating olfactory 
memory in mice using the STFP paradigm. Principle manipulations introduced are the automation of the test 
which allows the recording of a large number of subjects simultaneously during all phases of the test 
(habituation, social interaction, test of food preference) and improved methods of measuring activity of the 
subjects by analysing time spent in particular zones of the arena.  

Materials and Methods  

Behavioural apparatus  

Olfactory discrimination and STFP were assessed in the PhenoTyper cages (30cm x 30 cm x 35cm). The 
PhenoTyper system (Noldus, Wageningen, Netherlands) is a video-based observation system used for long-term 
continuous monitoring of behavioural activity in mice. The top unit of the cage contains a built-in digital infrared 
sensitive video camera and infrared lighting sources for video tracking. The infrared sources provide a constant 
and even illumination of the floor of the cage that enables continuous recording of the subject’s activity during 
light and dark periods. Video tracking was performed at a rate of 12.5 samples/ second and recorded by the 
computer-based tracking software EthoVision 3.0 (Noldus Information Technology, Wageningen, the 
Netherlands). 

Animals  

Male (N=24; 12 Observers, 12 Demonstrators) and female (N=24, 12 Observers, 12 Demonstrators) C57BL/6 
mice at the age of 6-8 weeks were used for this study (purchased from Harlan, UK). Animals were housed in 
groups up to 10 subjects per cage prior to testing. Animals were allowed food and water ad libitum and were 
kept under standard laboratory conditions (temperature 20-21°C, 60-65% relative humidity) on a 12h light/dark 
cycle (light on at 07:00). The testing took place during the light period. 
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Procedure (see Figure 1)  

The Observer (N=24) animals were placed in the PhenoTypers and given 3 days of habituation (96-h recording) 
to the novel environment, with free access to food pellets and water. Once mice were fully habituated to the 
PhenoTyper, the STFP task was employed. At the start of STFP test food hoppers were emptied and replaced 
with food jars containing ground mouse chow. Mice were exposed to the ground mouse chow for a period of 24 
hours in order to allow for habituation and determination of subjects spatial preference for food jar location. 
Prior to testing animals were food deprived overnight (maximum 16 hours). The following morning the observer 
animals were exposed to a stranger mouse (demonstrator previously presented with a particular food scent) 
placed in a social interaction cylinder positioned in the corner of the PhenoTyper cage. The social interaction 
(SI) phase was recorded for 30 minutes (simultaneous recording of 24 animals in individual cages). The 
measurement of observer x demonstrator interaction was based on time spent and distance moved of the observer 
in the ‘interactive zone’ drawn in the vicinity of the cylinder. After SI, the demonstrator mice were removed 
from the cages and following the determined delay (3 conditions: a) 15 min delay; b) 4-h delay; c) 24-h) the 
observer mice were exposed to two food jars, each containing a different scented food. It is worth to note that the 
24-delay-test was performed on the subjects from condition a) and b) with no food deprivation prior to test. The 
jar containing cued food was placed in the least preferred corner for each subject, in order to avoid experimental 
bias. The activity of the subjects during food preference test was recorded for 30 minutes (or over night in the 
24hr delay). Time spent in the food jars zones (squares 6cm x 6cm) recorded by EthoVision as well as the 
amount of food eaten from each jar comprise multiple measures of food preference. A longitudinal cross-over 
design was employed with the experiment performed over a period of 2 weeks using different delays between 
demonstrator interaction and food exposure and food scents (cocoa, cinnamon, nutmeg and coffee).  

Figure 1. Semantic-like knowledge task: protocol and pilot data. Top: Protocol timeline of observers and demonstrators
undergoing 4 phases each. In common are phase I (habituation) and II (food withdrawal over night), respectively. 
Demonstrators (D) then experience a novel food and are paired with observer mice in a novel environment. Only observers
are tested after a delay for flavour preference (test) between for example cocoa (+) and cinnamon (-).  All phases of observer 
are recorded; this enables the selective determination of brain activation (WP3 and 5) at any given time during testing.
Bottom: Initial data confirming flavour bias at test (left) and corresponding times spent in correct and incorrect food zones
(middle) as well as the time course of this response throughout a 1 hour recording period in both genders of C57Bl/6 mice
(right). Data are group means (+SEM) and asterisks denote reliable differences (P<0.0001). 
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Statistical analyses  

Group mean comparisons were performed with Prism software (GraphPad Software Inc., San Diego, USA) using 
parametric or non-parametric analysis of variance (one way or two way ANOVAs as appropriate) followed by 
suitable post-tests for comparison of selected data pairs. Normalized (%) amount of correct food eaten (in grams, 
with precision to 2 decimal places) served as a main index of food preference. Further behavioural activity data 
recorded and extracted by EthoVision software, in 1 hourly bins (for 96-h habituation recording) or 5 minute 
bins (SI and test) and the following parameters were analysed: time spent, distance moved and frequency of 
occurrence in social interaction zone,  jar vicinity zones (square), water zone; overall distance moved, velocity 
and immobility. P's< 0.05 were considered reliable.  

Results 

C57BL/6 mice displayed a strong preference for the cued food under all conditions (15-min delay 70.5% 
preference; 4h delay 65.1% preference; and 24-h delay 69.7% preference; *p’s<0.05 above the level of chance), 
with no effect of gender (p= ns). Further analysis revealed significantly more time spent and increased frequency 
in correct compared with incorrect food jar zones (15-min and 4-h delay groups: ***p<0.001; 24-h delay group 
**p<0.01). Latency to correct food jar reached significance in the 15-min delay group only (*p<0.05) and was 
much shorter for the correct scent. Moreover, food intake correlated significantly with time (%) (15-min delay- 
** r=.42; 4h delay- ***r=.72; and 24-h delay- *r=.37) and frequency in jar vicinity zones (15-min delay- ** 
r=.45; 4h delay- ***r=.95; and 24-h delay- *r=.40). Further correlation analysis of demonstrators and observers 
food intake was found positive for all conditions.  

Conclusions/Implications 

Our data confirm that C57BL/6 mice display social and contextual learning, as indicated by intact preference for 
the cued food, and concurrently prove the ability of these animals to maintain the olfactory memory for a period 
of 24 hours. Additionally, the introduction of time delays between the acquisition (SI) and retrieval (test) seems 
to broaden the scope of STFP and allows for assessment of memory at different time intervals. More importantly 
however, the additional behavioural measures designed in the system (PhenoTyper and the tracking software) 
employed in this study facilitated the analysis and quantification of STFP-related behaviours, which until now 
have been restricted to manual recording in other laboratories. The combination of STFP with automated video-
observation might be a step forward in measuring behaviours related to olfaction and memory in mice.  
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Abstract 

We propose a system which consists of a multimodal sensing-, reasoning- and actuation-stage to monitor the 
infant’s behavior and sleeping environment, particularly to improve the infant’s safety. Moreover, the system 
advices parents on the child’s development. The multi-parametric monitoring system can detect physiological 
and behavior parameters derived from the infant. Furthermore, people visiting the infant’s sleeping environment 
are identified upon entrance and tracked during their stay in the room. The sensors systems include video, 
pressure and audio based technologies. High level sensor events are extracted from the raw sensor data, fused 
and fed into a reasoning system. Depending on the decision outcome, relevant in-home services are 
automatically actuated to provide feedback to the parents or other caregivers on the behavior of the infant. 

Keywords. Multimodal sensing systems, contextual decision making, context awareness, video tracking, infant 
safety. 

Introduction 

Many young parents are concerned about the wellbeing of their sleeping child. The presented architecture 
addresses parent’s desire for support in supervision when the infant is unattended in the bedroom. SIDS (Sudden 
Infant Death Syndrome) is a well-documented fear of many parents and it is the leading cause of death among 
infants below the age of 12 months [1,2]. Also the comfort of the sleeping child is of course important.  

The presented architecture is an ambient intelligent system in the home environment, with the main goal to 
provide peace of mind to the parents when there is no direct parental supervision. In case of an unsafe situation 
in the infant’s sleeping environment or infant’s distress, the system signals the parents. Depending on the 
significance of the alarm, parents in turn could respond by giving the infant some attention. Moreover, the 
system includes methods to give the parents insight on the child’s development.  

The system is developed within the ITEA2 GUARANTEE (Guardian Angel for the Extended Home 
Environment) project. The project provides technical solutions for personal safety in the home environment. 
GUARANTEE introduces local and network-supported decision making for safety applications on the basis of 
sensor input and with immediate response and feedback to the people concerned. 

Method 

As starting point of the system design, use case scenarios have been made which define the scope and 
application context and underline the benefits of the system from a safety enhancing point of view. The use case 
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scenarios were mapped on a high level system architecture that consists of three main stages, i.e. sensing, 
decision making and actuation. The system takes into account design aspects proposed for Ambient Intelligence 
(AmI) environments [3]. Each use case scenario contains a set of distinct situations that cause a condition change 
which may influence a sub-process due to user interaction or situation change in the observed area. For each 
stage, requirements have been specified which evolved into the architecture illustrated in Figure 1. The system 
transfers different types of information, i.e. events which could be either safety events (raised by a critical or 
dangerous situation) or standard events (raised by subsystems or nodes for further processing). A second form of 
information is data flows which could be either raw measured values or audio/video streams. 

Sensing  

The sensing stage extracts high level events from the raw data acquired by the sensor platform installed in the 
infant‘s bedroom. The various sensors comprise vision, audio and pressure based modalities: (i) Side-view face 
recognition: Cameras mounted in the doorpost of the infant’s sleeping environment identify individuals visiting 
the room. Besides identification of an individual, the walking direction is detected to determine if a person enters 
or leaves the room. Based on the authentication result, the parent may decide if an individual is allowed to be 
with the infant. The analysis algorithm comprises several processing steps to acquire images suitable for feature 
extraction. The system uses binary local patterns extracted from gray level images as features for authentication 
[4]. (ii) Zone detection: A stereo vision system installed in the ceiling of the baby room tracks the position of 
individuals during their stay. In order to compute the tracking coordinates, the stereo cameras first need to be 
cross-calibrated. Once the cameras are aligned, pixels that are part of the same object are matched across 
multiple views to build a disparity map [5]. From this information, coordinates of the visible objects are 
computed which are subsequently fed to a system which performs real-time zone detection, i.e. it detects if this 
person enters or leaves a predefined zone. In these cases the system generates a zone enter or zone leave event, 
respectively. The zone events are used in the reasoning stage. The system could for instance detect whether a 
second child enters the infant’s sleeping environment without adult supervision which may provoke an insecure 
situation or may bother the infant while sleeping. (iii) Infant’s emotion analysis: This module aims to extract the 
infant’s emotion from an auditory scene.  The sound analysis system consists of three main stages. Firstly, audio 
is captured from a microphone. Next a time frequency analysis is performed which incorporates information 
from a physical model of the human inner ear (cochlea). Several algorithms extract cues from the cochleogram. 
These cues are further analyzed to distinguish baby sounds (e.g. crying) from the audio stream. The signaled 
audio events are interpreted by the decision making process. (iv) Posture and restlessness detection: The activity 
of infants and more specifically the posture of infants is an important aspect in their safety and development. 
Several independent risk factors for SIDS have been identified, and a combination of preexisting conditions and 

Figure 1. High level infant monitoring architecture consisting of three stages: sensing, reasoning and actuation. 
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initiating events may lead to SIDS. In view of safety, the supine sleeping position is widely regarded as advised 
sleeping position for a infant opposed to the prone position which is considered as an individual SIDS risk factor 
[1][6]. In order to enhance the safety of the infant, we propose a pressure sensitive mat which is positioned under 
the mattress in the infant’s bed, to determine different postures and restlessness levels of the infant when present 
in the bed [7]. Postures that could be detected by the pressure mat module include: sitting, standing, supine- and 
prone-position. The infant’s activity level is determined by analyzing the variation in applied pressure over time. 
The observed behavior of the infant is transferred to the decision engine.  

Decision making  

The sensor events generated by the different modalities are aggregated, fused and translated into safety events. 
The actual interpretation of the safety events is done in the second stage by means of an autonomous decision 
making process. The process is event driven and depends on the current received sensor event message, current 
state of the process and previously logged data. The decision making process models the current behavior of the 
infant and other occupants in the infant’s room and updates the information based on the received sensor events. 
A received sensor event comprises typically several attributes, e.g. parameter values, priority and timestamp. 
High level sensor information, relevant for storage, is logged in memory. Different situation dependent services, 
defined in the third stage are actuated by the decision making module.  

Actuation 

The actuators and services provide insight on the current situation in the baby room. Most of the baby 
monitoring systems rely on audio signaling to notify the restless of infants or inactivity (no-breathing). Such 
signaling can be achieved by transmitting baby sound or audio warnings. Such audio notifications are in some 
situations not adequate and alternative ‘silent mode’ notifications are desired. Moreover, modern video baby 
monitors add a constant video stream to provide visual information about the infant’s state. In the proposed 
architecture, the in-home services are three fold and are excited by the decision engine: (i) Smartphone: The 
system uses a smartphone application to visualize the status in the infant’s room, in particular the child’s 
emotion and posture, and the schedule of entrance/exit of individuals visiting the room. According to the type of 
event that is detected by sensors, the application displays an alert. (ii) IPTV: An IP-based baby camera attached 
to the baby crib is proposed that can send its video stream to different connected display devices in the home, 
e.g. a TV or smartphone. In case the behavior of the infant desires visual feedback to the parent, a notification 
service is pushed by the decision engine which overrides the TV image or smartphone current view.  (iii) 
Lighting: The infant’s activity level or emotional state is associated to a certain color within the light spectrum 
and is represented by a color LED lamp. Such lighting service could be integrated with the home light 
atmosphere and provide the parents a way to remotely keep an eye on their child. As an example, blue would 
indicate that the infant is calm and red would indicate that the child is very agitated. Different levels of 
restlessness are represented by color grades between these two colors. The level of restlessness is determined by 
available sensor nodes such as pressure sensor mat, microphones and cameras.  

Communication 

In order to exchange safety events and data flows, the Universal Plug and Play (UPnP) concept was selected as 
preferred communication mechanism. UPnP offers seamless device-to-device communication and allows 
automated device discovery and configuration. A UPnP device can be any entity on the network that implements 
the protocols required by the UPnP architecture. Devices in a UPnP network announce their presence and 
defined services to control points present in the network. A control point is an entity in the network that works 
with the services provided by a device [8]. In GUARANTEE, the different sensor nodes are modeled as UPnP 
devices, whereas decision making and actuator entities are modeled as UPnP control points. 

Conclusions and future work 

We present the architecture of an automated system to enhance the safety of infants in the home environment. 
Behavior analysis and decision making are the key technologies in the proposed architecture. The behavior of the 
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infant and other individuals, e.g. children and adults which are not necessary directly interact with the infant, is 
monitored by means of a multimodal sensing platform. In order to minimize the false alarm rate, sensor fusion is 
performed to obtain a robust estimation of the infant’s emotion and identity of individuals approaching the child. 
Based on the high level safety events extracted from the raw measurement data, reasoning is performed to define 
the situation context. The reasoning process takes into account aspects such as: infant’s sleeping position, 
sleeping status, anxious and type of anxiety and pattern thereof. The output of the decision-making process 
offers to the end-user good situational awareness of the infant’s behavior and current situation in its room which 
are potentially insecure. The proposed system mainly focuses on observing and mining the behavior of the infant 
and other occupants in the infant’s room. No direct interaction is performed between the infant and the system; 
therefore it primarily enhances the role of the parent or caregiver as opposed to other concepts like robot nannies 
which ultimately functions as a child’s caregiver [9]. Although many commonalities exist between our proposed 
system and robot nannies, especially from a sensory, context awareness and reasoning point of view, the later 
approach poses significant ethical issues (e.g. emotional attachment and connection with the caregiver) as a robot 
would mainly substitute the primary caregiver instead of improving its role [10]. 

In a domestic AmI environment, respecting the privacy of individuals interacting is an important aspect. During 
the design process of the system, a proper balance between the benefits of an automatic monitoring and invasion 
of privacy was taken into account. Privacy of individuals is preserved as the reasoning is based on high level 
sensor events which do not contain personal data. For future work we planned to verify the proposed system 
from a user perspective. This could be for instance by exposing groups of users to test usage (parts of) the 
system. 
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Introduction 

The performance of daily exercises of patients with “juvenile idiopathic scoliosis” (JIS) during the home-based 
exercise period is difficult to monitor, therefore the collection of evidence is a challenge. Although a correct 
execution of these exercises are of particular importance for the treatment of JIS there is, until now, no easy tool 
to monitor and guide these home-exercises [1]. Furthermore, because such exercises have to be performed many 
times in the same way, they tend to be boring. This may lead to a negligent execution of the home-based 
exercises, consequently reducing their therapeutic effect. 

The aim of this study was to develop a computer game to guide, monitor and evaluate therapeutic exercises 
along with a way to strengthen the motivation of children with JIS. 

Methods 

Software and interfaces of a 3D input device were used to detect and measure smallest movements within a 
predefined, body fixed, 3D space. As input device a Sony© Gametrak for Playstation II© with two strings were 
used. One string was fixed on the body (near the COG) to get the “stabilisation point” and the movement of the 
trunk, the other string was fixed on leg or arm depending on the exercise used (in figure 2, the string was fixed at 
the ankle). To maintain motivation three different game screens have been developed (see Figure 1). 

To play one of these games you have to move your arm or leg within the predefined Movement Space and get 
points for reaching special targets. When playing the game the exact movements of the extremities in respect to a 
body fixed “stabilisation point” can be measured along with additional parameters like exercise time or time 
outside the Movement Space (MS).  

During the performance of an exercise the game offers feedback information to keep the right position: should 
one part of the body (arm, leg) go beyond the Movement Space, the game stops and indicates the position of the 
correct movement. As soon as the arm or leg is once again within the Movement Space the game continues.  

 

Figure 1. Game interfaces (Bee, Helicopter and Balloon). 
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Figure 2. Standardized exercise of Schroth concept MUSCLECYLINDER IN SIDEPOSITION.  

 

In this way the children are guided to perform their exercises in a precise way. Additionally, more data are 
recorded for further evaluation by the therapist. Furthermore, the level of difficulty can be adjusted by the 
therapist to the individual skill of the child.  

A single case study was performed with a 12 year old girl with JIS, which exercised six months according to the 
Schroth concept [2]; two standardized exercises of this concept (MUSCLECYLINDER IN SIDEPOSITION, 
MUSCLECYLINDER IN STANCE) were carried out guided by the game (see Figure 2). 

Results & Discussion 

The available computer game for patients with JIS seems suitable for evaluating therapeutic exercises. The 
collected quantitative data give valuable information on the exercise regime and can be used to monitor and 
evaluate treatment process. Due to the real time Feedback of precise performance of exercises, exercise times are 
used more efficiently.  

In this single case Study a Cobb curve (measured in brace) of 22 deg. (thoracic curve left convex) and 26 deg. 
(lumbar curve right convex) could be reduced to 16 deg. respectively 20deg. 

A randomized study with the same target group is currently carried out to evaluate possibly different results of 
treatment with or without computer game. 
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Abstract 

The main objective of study was to investigate the effects of age, sex and anxiety differences on learning and 
memory in rats. We also investigate whether repeated elevated plus maze (EPM) tests induce anxiety in rats. 
Eighty Wistar rats were divided into the eight groups according to their sex, age and anxiety status. Spatial 
learning and memory were evaluated with Morris Water Maze (MWM). All behavioral tests were recorded 
online and analyzed offline with analytical software. In conclusion, age, sex and anxiety affect learning and 
memory in different aspects. 

Keywords. Behavioral measurement; anxiety; aging; sex difference. 

Introduction 

Aging is a physiological process which adversely affects many vital functions, including cognitive functions [1]. 
Aging induced cognitive dysfunctions are well documented in humans [2,3] and several animal species including 
rats and mice [4]. Behavioral sex differences are observed in many examples of anxiety and memory tests. These 
differences depend on the sex hormones and other mediators in the brain [5]. However, there is no consensus 
about the effects of sex differences on spatial learning and memory and possible effects of aging and anxiety. In 
the present study we aimed to investigate the effect of aging and sex differences on learning and memory in 
anxiety induced rats.  

Materials and methods 

Animals 

The study protocol was approved by the Ethics Committee of the Selcuk University Experimental Medicine 
Research and Application Center. A total of 80 adult male (n: 40) and female (n: 40) Wistar rats were obtained 
from the same center. Animals were divided into eight groups (ten animals in each group) as follows: 

 Group 1: 7-month-old control young males (CYM).  

 Group 2: 7-month-old control young females (CYF). 

 Group 3: 15-month-old control aged males (CAM).  

 Group 4: 15-month-old control aged females (CAF).  

 Group 5: 7-month-old experimental young males (EYM).  

 Group 6: 7-month-old experimental young females (EYF).  

 Group 7: 15-month-old experimental aged males (EAM). 

 Group 8: 15-month-old experimental aged females (EAF). 

The principle of laboratory animal care of the National Institute of Health (NIH) guideline was followed in all 
these experiments.  
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Behavioral Tests 

All behavioral test devices were placed in an isolated room and test protocols were performed here to eliminate 
the factors that affect animal’s behavior. MWM was carried out followed by EPM (5 min) for four consecutive 
days. During the training period, four starting points were randomized in everyday to avoid the horizontal 
navigation to the platform. Each trial was terminated in 90 s, if the rats were unable to locate platform in this 
time interval and then rats were placed on the platform for 30 s. Following the four days of training period, 120 s 
of probe trial was conducted after the hidden platform was removed. Control groups were performed same 
protocols with the experimental groups, except the anxiety protocols.  

Tracking System 

All tests were recorded online using a video camera. The videos of the behavioral tests were analyzed offline 
using analytical software (Noldus Information Technology, Ethovision XT 8.0, Wageningen, The Netherlands).  

Statistical Analysis 

All data are presented as mean ± SD. Changes of the MWM variables through the experiment were analyzed 
using three-way analysis of variance (ANOVA) with repeated measures. EPM values were analyzed using two-
way ANOVA with repeated measures. Probe trial data were analyzed by three-way ANOVA. A p value less than 
0.05 was considered to be statistically significant. 

Results and discussion 

During the repeated EPM tests, total distance traveled, numbers of entries in center, open arms and closed arms 
significantly affected by time interaction (F=22.907, P=0.000; F=6.093, P=0.001; F=4.033, P=0.009 and 
F=7.157, P=0.000, respectively). These variables were decreased by repeated measurements in all groups.  

The latency to find platform and total distance traveled significantly affected by time interaction (see Table 1). In 
all groups latency to reach platform and total distance traveled significantly decreased with time. Average 
swimming speed was affected by both time and time x age interactions (see Table 1). Average swimming speed 
was decreased in all groups with time and young rats were faster than aged rats. 

In probe trial, total distance traveled and average swimming speed affected by anxiety and age factors (see Table 
2). Total distance and swimming speed were higher in experimental and aged groups compared to control and 
young groups, respectively. Although number of platform crossing was not affected by anxiety, age and sex 
factors, time spent in platform was significantly affected by age (see Table 2). Time spent in platform zone was 
higher in young groups than aged groups. During the probe trial, the latency to reach the platform was not 
different among the groups.  

 

Table 1. Morris water maze. Summary of the three-way repeated measures ANOVA results in all groups. 

 Time Time x Anxiety Time x Age Time x Sex 

 F P F P F P F P 

Latency (s) 35.087 0.000 1.514 0.130 0.862 0.608 0.826 0.645 

Total distance traveled (cm)  35.438 0.000 1.466 0.149 1.127 0.354 0.966 0.501 

Average swimming speed (cm/s) 16.909 0.000 1.486 0.141 2.278 0.013 1.153 0.334 
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Table 2. Morris water maze probe trial. Summary of the two-way ANOVA results in all groups. 

 Anxiety Age Sex 

 F P F P F P 

Distance traveled (cm) 5.476 0.022 11.116 0.001 2.139 0.148 

Average swimming speed (cm/s)  5.141 0.026 11.023 0.001 2.246 0.138 

Number of platform crossing 2.747 0.102 1.112 0.295 1.112 0.295 

Time spent in platform (s) 0.016 0.889 4.997 0.029 1.241 0.269 

 

Conclusions 

In conclusion, age, sex and anxiety differentially affect spatial and emotional memory in rats. More detailed 
researches are needed about the cognitive functions to clarify the exact role of estrogen in sex difference and 
exact roles of neurotransmitters and oxidative stress in aging process.  
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Abstract 

The main objective of study was to investigate the effects of age, sex and anxiety differences on locomotor 
activity in rats. Locomotor activity was assessed in open field (OF). Repeated anxiety tests were performed in 
elevated plus maze (EPM). All behavioral tests were recorded online and analyzed offline with analytical 
software. In conclusion, age, sex and anxiety affect locomotor activity in different aspects. 

Keywords. Behavioral measurement; anxiety; aging; sex difference 

Introduction 

Aging is a physiological process which adversely affects many vital functions, including cognitive functions [1]. 
It has been reported that there may be many different reasons for this impairment such as impairment in long-
lasting, synaptic plasticity processes, like long-term potentiation [2]. Changes in neurotransmitter systems might 
also reason of the loss of memory [3]. Behavioral sex differences depend on the sex hormones and other 
mediators in the brain [4]. However, there is no consensus about the effects of sex differences on locomotor 
activity and possible effects of aging and anxiety. In the present study, we aimed to investigate the effect of 
aging and sex differences on locomotor activity and exploratory behavior in anxiety induced rats.  

Materials and methods 

Animals 

A total of 80 adult male (n: 40) and female (n: 40) Wistar rats were obtained from Selcuk University 
Experimental Medicine Research and Application Center (Konya, Turkey). Animals were divided into eight 
groups (ten animals in each group) as follows: 

 Group 1: 7-month-old control young males (CYM, n:10).  

 Group 2: 7-month-old control young females (CYF, n:10).  

 Group 3: 15-month-old control aged males (CAM, n:10).  

 Group 4: 15-month-old control aged females (CAF, n:10).  

 Group 5: 7-month-old experimental (anxiety-induced) young males (EYM, n:10).  

 Group 6: 7-month-old experimental (anxiety-induced) young females (EYF, n:10).  

 Group 7: 15-month-old experimental (anxiety-induced) aged males (EAM, n:10).  

 Group 8: 15-month-old experimental (anxiety-induced) aged females (EAF, n:10). 

The study protocol was approved by the Ethics Committee of the Selcuk University Experimental Medicine 
Research and Application Center. The principle of laboratory animal care of the National Institute of Health 
(NIH) guideline was followed in all these experiments.  
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Behavioral Tests 

On day 1, an evaluation test in OF was performed. On the following days (2-5) EPM was carried out. On day 6, 
second evaluation test in OF was performed. After each animal’s behavioral tests, EPM and OF were cleaned 
with an alcohol and dried to prevent the olfactory cues.  

Tracking System 

All tests were recorded online and the video of the behavioral tests were analyzed offline using analytical 
software (EthoVision XT 8.0, Noldus Information Technology, Wageningen, The Netherlands).  

Open Field 

Spontaneous locomotor activity of the rats was assessed in OF. The animals individually placed in the centre of 
the box and allowed to freely explore for 5 min.  

Elevated Plus Maze 

The EPM consisted of a plus shaped platform with two open and two enclosed arms. Rats were placed 
individually on the center of the platform facing one of the open arms and were allowed to freely explore the 
maze for 5-min testing period.  

Statistical Analysis 

Statistical analyses of data were carried out by using SPSS 15.0 for Windows. All data are presented as mean ± 
SD. Changes of the OF variables through the experiment were analyzed using three-way analysis of variance 
(ANOVA) with repeated measures. EPM values were analyzed using two-way ANOVA with repeated measures.  

Results and discussion  

Open Field 

The total distance traveled and average speed were significantly affected by the time and time x sex interactions 
(see Table 1). They were significantly decreased in second trial compared to first trail in all groups; also total 
distance traveled and average speed were higher in females than males. Time spent in center and walls were 
affected by time x sex interaction (see Table 1). Time spent in center increased in males and decreased in 
females however, time spent in walls decreased in males and increased in females in second trial compared to 
first trial. Time spent as a mobile and immobile were significantly affected by time and time x sex interactions 
(Table 1). Time spent as a mobile significantly lower and time spent as an immobile significantly higher in 
second trial than first trail in all groups. Furthermore, decrease in time spent as a mobile and increase in time 
spent as an immobile were higher in females compared to males. The number of defecation was significantly 
affected by time, time x anxiety and time x sex interactions (see Table 1). Changes of number of defecation were 
higher in experimental groups and males compared to controls and females, respectively. Grooming behavior 
was significantly affected by time, time x anxiety and time x age interactions (see Table 1). Changes of number 
of grooming were significantly decreased in second trial compared to first trial in all groups. Grooming behavior 
was lower in experimental groups and aged rats compared to controls and young rats, respectively. Rearing 
behavior was significantly affected by time, time x anxiety and time x sex interactions (see Table 1). The number 
of rearing events was significantly decreased in the second trial compared to first trial for all groups. Incidence 
of rearing was lower in experimental groups and males compared to control groups and females. 

Elevated Plus Maze 

Total distance traveled, numbers of entries in center, open arms and closed arms significantly affected by time 
interaction (see Table 2). These variables were decreased by repeated measurements in all groups. 
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Table 1. Open Field. Summary of the three-way repeated measures ANOVA results in all groups. 

 Time Time x Anxiety Time x Age Time x Sex 

 F P F P F P F P 

Total distance traveled (cm) 170.889 0.000 0.095 0.759 0.243 0.624 11.618 0.001 

Average speed (cm/s) 170.855 0.000 0.099 0.754 0.225 0.636 11.617 0.001 

Time spent in center (s) 0.128 0.722 0.617 0.435 0.242 0.625 4.863 0.031 

Time spent in walls (s) 0.128 0.722 0.617 0.435 0.242 0.625 4.863 0.031 

Number of rearing 179.530 0.000 5.691 0.020 3.000 0.088 7.007 0.010 

Number of defecation 0.330 0.014 4.308 0.042 0.479 0.491 6.330 0.014 

Number of grooming 11.903 0.001 8.561 0.005 4.579 0.036 0.154 0.695 

Time spent as a  mobile (s) 86.657 0.000 0.669 0.416 0.328 0.569 36.595 0.000 

Time spent as an immobile (s) 86.447 0.000 0.605 0.439 0.247 0.621 36.350 0.000 

 

 

Table 2. Elevated plus maze. Summary of the two-way repeated measures ANOVA results in all groups. 

 Time Time x Age Time x Sex 

 F P F P F P 

Total distance traveled (cm)  22.907 0.000 1.321 0.283 1.923 0.130 

Number of entries in center  6.093 0.001 0.506 0.732 0.460 0.764 

Number of entries in open arms 4.033 0.009 1.659 0.183 0.874 0.490 

Number of entries in closed arms 7.157 0.000 0.657 0.626 1.872 0.139 

Time spent in center (s)  1.380 0.262 0.161 0.956 0.186 0.944 

Time spent in open arms (s) 2.046 0.111 0.427 0.788 0.717 0.587 

Time spent in closed arms (s) 0.293 0.881 0.201 0.936 0.322 0.861 

Time spent as a mobile (s)  0.887 0.482 0.772 0.551 0.547 0.702 

Time spent as an immobile (s) 0.180 0.947 1.106 0.370 0.119 0.975 

 

Conclusions 

In conclusion, age, sex and anxiety affect locomotor activity and exploratory behavior. More detailed researches 
are needed about the cognitive functions to clarify the exact role of estrogen in sex difference and exact roles of 
neurotransmitters and oxidative stress in aging process.  
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Abstract 

Stress is one of the prominent factors driving exploration showed by rodents in behavioural tests. Such an 
influence is exacerbated in mice like the Lurcher cerebellar mutants which are hyper reactive to experimental 
handling. In order to precisely delineate this influence of stress on explorative behaviours, we designed an 
innovative apparatus (the I maze) existing under two configurations (aversive and less aversive) and permitting 
to habituate animals more or less to experimental conditions before being tested. Exemplifying the interest of 
this device, the results we obtained in the Lurcher mutant mice permitted to differentiate between the roles 
played by the cerebellum in motivation for exploration proper and stress-related behaviours. 

Keywords. anxiety, emotional behaviour, exploration, cerebellum, Lurcher mutant, mice. 

Introduction 

The cerebellar Lurcher mutant mice (+/Lc) exhibit severe and obvious motor deficits and also cognitive and 
emotional-related behaviours disturbances [1]. Thus, when tested in the elevated plus maze, these mutants did 
not avoid the open spaces (the time they spent in the open arms is similar to that measured in the closed arms). 
As revealed by corticosterone measures, they are also more stressed than their littermate controls when placed in 
a novel environment (i.e. in a novel cage or tested in the elevated plus maze). For this reason, we proposed that 
the total degeneration of the cerebellar cortex caused by the Lurcher mutation led to pathological behavioural 
disinhibition [2]. On the other hand, some authors showed the mutants were less motivated to explore their 
environment in the hole board test and concluded from this that the cerebellar cortex plays a role in exploration 
motivation [3]. In the present study we evaluated the impact of experimental manipulation (environmental 
changes) on anxiety- and spontaneous exploration-related behaviours in the Lurcher mice. For this purpose we 
used a unique apparatus with two potential configurations which permits in particular to maintain mice in a 
starting arm for a habituation period. 

Material and methods 

Apparatus: the I maze (see Figure 1) 

All the components of the apparatus were made from black-painted IffaCredo® individual cages 20 x 7 x 8 
(length x width x height in cm). It consisted of a starting closed alley facing either an open alley (open 
configuration) or another similar closed alley (closed configuration). The starting and testing alleys were 
separated by a guillotine door. The whole apparatus was elevated to a height of 50 cm above floor level. 

Animals 

Adult male Lurcher mutant and control mice from the same strain (B6CBA) were tested in the open and the 
closed configuration, with or without a habituation period (H or NH; see Table 1). We also verify the validity of 
the test (open versus closed configuration) with mice from other strains (BALB/C and C57BL/6) as well as its 
sensitivity to a pharmacological agent (the benzodiazepine chlordiazepoxide, CDP, 5 mg/kg).  
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Table 1. Groups and protocols. 

Genotype Treatment Closed configuration Open configuration 

C57BL/6 NaCl, NH N=10 N=9 

BALB/C NaCl, NH N=10 N=9 

BALB/C Chlordiazepoxide: 5mg/kg, NH N=10 N=10 

Lurcher NH N=10 N=12 

Lurcher H N=9 N=11 

 

Procedures 

All the mice tested were randomly subjected to the I maze in either its open or closed configuration. In the 
classical procedure (no habituation), at the beginning of the test each mouse was placed in the starting closed 
alley and its behaviours were then measured during 5 minutes with the free EthoLog® Software. Additional 
Lurcher mice and littermate controls were submitted to the habituation procedure in which each mouse was 
placed during 20 minutes in the starting closed alley with water available (as it can be seen in Figure 1) before 
the opening of the separation door and the assessment of behaviours for 5 minutes. For each condition, we 
measured the locomotor activity, the time spent and the number of entries into the different areas, the number of 
SAPs and rears. The floor of the apparatus (starting and testing alleys) was covered with sawdust.  

Ethical statement  

All the experiments reported here were conducted in accordance with the ethical recommendations of the 
Directive 2010/63/EU of the European Parliament and of the Council for the protection of animals used for 
scientific purposes.  
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Figure 1. The I maze under its two configurations. 
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Statistical Analysis  

Data were analysed with Statistica® software. Two ways ANOVAs with genotype (or drug) and configuration as 
factors were performed, followed by LSD tests for post hoc comparisons when allowed.  

Results and discussion 

Consistently with the data obtained in the elevated plus maze, we showed that all the mice we tested (B6CBA, 
BALB/C, C57BL/6 mice) in the open configuration of the I maze spent less time in the open testing alley than in 
the closed starting alley (see Figure 2). Such avoidance behaviour was reduced in mice injected with 
benzodiazepine. On the contrary, mice whether administered with the anxiolytic or not did not show any place 
preference in the closed configuration of the apparatus.  
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Figure 2. Percentage of time spent into the testing arm under the closed and open configuration by BALB/c mice injected or 
not with chlordiazepoxide (### = closed vs open configuration in  BALB/c + vehicle, p<0.001). 
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Figure 3. Percentage of time spent in the testing arm by Lurcher mutants and littermate controls without prior habituation or 
after a 20 min. habituation period (### = open vs closed configuration without habituation, p<0.001; §§§ = closed 
configuration without habituation vs closed configuration after 20 min. of habituation, p<0.001; ¤¤¤ = open vs closed 
configuration after 20 min. of habituation, p<0.001; £££ = open configuration without habituation vs open configuration after 
20 min. of habituation, p<0.001). 
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As previously noticed in the elevated plus maze and in accordance with the disinhibition hypothesis, we 
observed that compared to their littermate controls , the cerebellar Lurcher mice did not avoid significantly the 
testing alley when placed in the open configuration of the I maze (see Figure 3). As expected, we showed that 20 
minutes habituation to experimental design were sufficient to abolish the stress-related behavioural disinhibition 
of the mutants. In contrast with precedent results we did not observe reduced exploration motivation in the 
Lurcher mice when tested in the closed configuration of our device.  

Conclusion and perspectives 

Our results clearly suggested that cerebellar damages potentially altered behavioural expression of anxiety in 
stressful conditions but changed neither anxiety-related behaviours in neutral conditions nor spontaneous 
exploration motivation in mice.  

The novel I maze prototype is now developed (in collaboration with Intellibio® and Novall® see Figure 4) and 
new protocols are in process to investigate the influence of habituation and drug treatments in both spontaneous 
and anxiety-related exploration behaviours in mice. The results are compared to those obtained with the elevated 
+ maze. With this novel apparatus behaviours are videotracked during 5 minutes (ANYMAZE®, Stoelting). 
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Figure 4. Longitudinal section of the I maze (closed configuration) 
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Open spaces such as lobbies, playgrounds, museums and streets are common locations where people meet and 
interact with the environment. For various reasons, we might be interested in the behaviour of individuals and 
groups. Detection of suspicious behaviour or traffic control are typical applications in the areas of security and 
surveillance. But we can also analyse how people navigate through crowded places, whether children play co-
operative or competitive on a playground or whether people are attending items on sale in a clothing store. 

When the behaviour of people is analysed, we can also try to influence this behaviour as an interactive system. 
When displays or actuators are present in the open space, these can be used to navigate people through crowded 
halls or try to stimulate interactions between people that appear to have similar interests in a museum. An 
interactive system can even try to seduce people to explore how the system responds to them. In all these 
examples, there is a need to robustly identify and track people around the space. Sensors such as cameras, 
microphones and Kinects are employed and their signals processed to obtain information about the people's 
locations and movements. Subsequently, we can analyse these to understand the behaviour, either for individuals 
or for groups. This interpretation is non-trivial as it strongly depends on the spatial and social context in which 
the behaviour occurs. Moreover, unexpected behaviour and inconsistencies in the tracking make this task a 
challenging one. Besides the challenges in proper sensor technology and behaviour interpretation, research on 
measuring behaviour in open spaces also depends on the availability of labelled behaviours for the training and 
evaluation of various aspects of the system. This workshop addresses the challenges and opportunities in the 
analysis and understanding of (groups of) people in open spaces.  

Speakers at the workshop include Marco Cristani (University of Verona), Liesbeth Jans (Fontys Sporthogeschool 
Tilburg), Andries Lohmeijer (KITT Engineering), Ben Schouten (Eindhoven University of Technology / Fontys 
University of Applied Sciences) and Mettina Veenstra (Amsterdam University of Applied Sciences). 

 
WORKSHOP CONTENTS 

Creating Interactive Public Spaces 

Mettina Veenstra (Amsterdam University of Applied Sciences) 

Human behavior analysis for the design of playful interactions 

Ben Schouten (Eindhoven University of Technology / Fontys University of Applied Sciences) 

Social Computer Vision for Group Behavior Analysis 

Marco Cristani (University of Verona) 

25 years Motion Interpreted Media Interface Control (MIMIC) 

Andries Lohmeijer (KITT Engineering) 

Observing physical activity and play in open spaces  

Liesbeth Jans (Fontys Sporthogeschool Tilburg) 

Proceedings of Measuring Behavior 2012 (Utrecht, The Netherlands, August 28-31, 2012)
Eds. A.J. Spink, F. Grieco, O.E. Krips, L.W.S. Loijens, L.P.J.J. Noldus, and P.H. Zimmerman 511



Social Computer Vision for Group Behavior Analysis 
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Detecting human interactions represents one of the most intriguing frontiers of the automated surveillance since 
more than a decade. Recently, sociologic and psychological findings have been considered into video 
surveillance algorithms, especially thanks to the advent of Social Signal Processing work, a recent multi-
disciplinary area where computer vision and social sciences converge.  

This chapter follows this direction and proposes a detailed overview of the work we are conducting to detect and 
characterize social interactions, with particular reference to groups. In particular, we will present three scenarios 
where a group of interacting people is first detected, using positional and orientation features, and then 
characterized by extracting voice activities from solely visual cues. Finally, we classify existent social relations 
among  the participants.  

The first contribution is devoted to detect social interactions using statistical analysis of spatial-orientation 
arrangements that have a sociological relevance. As social interactions we intend the acts, actions, or practices of 
two or more people mutually oriented towards each other. In general, any dynamic sequence of social actions 
between individuals (or groups) that modify their actions and reactions by their interaction partner(s).  

We analyze quasi-stationary people in an unconstrained scenario identifying those subjects engaged in a face-to-
face interaction, i.e., a scene monitored by a single camera where a variable amount of people (10-20) is present. 
We import into the analysis the sociological notion of F-formation as defined by Adam Kendon in the late ’70s 
[1]. Simply speaking, F-formations are spatial patterns maintained during social interactions by two or more 
people. Quoting Kendon, “an F-formation arises whenever two or more people sustain a spatial and 
orientational relationship in which the space between them is one to which they have equal, direct, and exclusive 
access.”.  

In practice, an F-formation is a set of possible geometrical configurations in space that people may assume while 
participating in a social interaction There can be different F-formations: in the case of two participants, typical F-
formation arrangements are vis-a-vis, L-shape, and side-by-side; when there are more than three participants, a 
circular formation is typically formed. Our approach aims at automatically detecting these visually significant 
configurations taking as input a calibrated scenario, in which the position of the people and their head’s 
orientations have been estimated. In particular, we design an F-formation recognizer based on a Hough-voting 
strategy, which lies between an implicit shape model, where weighted local features vote for a location in the 
image plane, and a mere generalized Hough procedure where the local features have not to be in a fixed number 
as in the implicit shape model. This approach provides the estimation of the position of the social space subject 
to the interaction, so as the persons involved, thus individuating the people which are socially interacting.  

In such regard, our approach is the first to use F-formations detection in order to discover social interactions 
solely from visual cues. It has been tested on about a hundred of simulated scenarios, and two real annotated 
datasets. In the latter two cases, tens of individuals are captured while they were enjoying coffee breaks, in 
indoor and outdoor environment, giving rise to heterogeneous real crowded scenarios. Our method obtains 
convincing results and it compares favorably against other similar work aimed at group detection. 

Following the analysis of non-verbal cues for the detection of social signals, our second contribution is related to 
the characterization of the group interactions by proposing a Voice Activity Detection approach only based on 
the automatic measurement of the persons’ gesturing activities.  
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This work takes inspiration from the fact that it is common experience to observe that people accompany speech 
with gestures, the “... range of visible bodily actions that are, more or less, generally regarded as part of a 
person`s willing expression ...” [2]. Far from being independent phenomena, speech and gestures are so tightly 
intertwined that every important investigation of language has taken gestures into account, from De Oratore by 
Cicero (1st Century B.C.) to the latest studies in cognitive sciences [3,4] showing that the two modalities are “... 
components of a single overall plan ...” [2]. 

Hence, this work presents a method for estimating the level of gesturing as a means to perform Voice Activity 
Detection (VAD), i.e. to automatically recognize whether a person is speaking or not. The main rationale is that 
audio, the most natural and reliable channel when it comes to VAD, might be unavailable for technical, legal, 
privacy related issues or simply for a noisy scenario. A condition that applies in particular to surveillance 
scenarios where people are monitored in public spaces and are not necessarily aware of being recorded. 

Previous works take advantage of restrictive experimental setups, such as a meeting room where the audio and 
video signals can be extracted with a strong degree of reliability. This allows to perform an accurate diarization 
of the audio signal (e.g., [Ba2010]) in a smart meeting room, which remarkably simplifies the VAD by using 
multiple cameras capturing each person individually at close distance. Our work breaks such constraints and 
deploys a system “in the wild” designing a more credible setup for a video surveillance system. We use solely 
visual cues obtained from only one camera positioned 7 meters above the scene. In particular, the experiments 
focus on people involved in standing conversations, with an automatic person tracking system that follows each 
individual. Our VAD method is based on a local video descriptor that extracts from each individual body the 
optical flow, encoding its energy and “complexity” using an entropy-like measure. This allows one to 
discriminate between body oscillations or noise introduced by the tracker, where the optical flow is low and 
homogeneous, and genuine gestures, where the movement of head, arms and trunk produces a local flow field 
which is diverse in both intensity and direction. The descriptor extracted for each participant produces a signal 
that can be used for VAD.  

The proposed approach is interesting for three main aspects. First, the relationship between speech and gestures 
has been widely documented and studied, but relatively few quantitative investigations of this phenomenon have 
been made. Second, approaches similar to ours might help to infer information about privacy protected data 
(speech in this case) from publicly accessible data (gestures in this case): this is also important for establishing 
whether the simple absence of a certain channel is sufficient to protect the privacy of people and how much. 
Finally, inferring missing data from available ones can make techniques dealing with challenging scenarios more 
effective and reliable. 

The results show that our gesturing level estimation approach proposed achieves, on a frame-by-frame basis, an 
accuracy of 71% in distinguishing between speech and non-speech for the tested cases. 

The last contribution is about the characterization of the group interaction aimed at the recognition of the 
relations among the interlocutors by using proxemic cues.  

Proxemics can be defined as “[...] the study of man’s transactions as he perceives and uses intimate, personal, 
social and public space in various settings [...]”, quoting Hall [1], [2], the anthropologist who first introduced this 
term in 1966. In other words, proxemics investigates how people use and organize the space they share with 
others to communicate, typically outside conscious awareness, socially relevant information such as personality 
traits (e.g., dominant people tend to use more space than others in shared environments), attitudes (e.g., people 
that discuss tend to seat in front of the other, whereas people that collaborate tend to seat side by side), etc.. 

This work focuses on one of the most important aspects of proxemics, namely the relationship between physical 
and social distance. In particular, the paper shows that interpersonal distance (measured automatically using 
computer vision techniques) provides physical evidence of the social distance between two individuals, i.e. of 
whether they are simply acquainted, friends, or involved in a romantic relationship. The proposed approach 
consists of two main stages: the first is the automatic measurement of interpersonal distances, the second is the 
automatic analysis of interpersonal distances in terms of proxemics and social relations.  
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The choice of distance as a social relation cue relies on one of the most basic and fundamental findings of 
proxemics. In fact, people tend to unconsciously organize the space around them in concentric zones 
corresponding to different degrees of intimacy [5], [6]. The size of the zones changes with a number of factors 
(culture, gender, physical constraints, etc.), but the resulting effect remains the same: the more two people are 
intimate, the closer they get. Furthermore, intimacy appears to correlate with distance more than with other 
important proxemic cues like, e.g., mutual orientation. Hence, it is reasonable to expect that the distance 
accounts for the social relation between two persons.  

One of the main contributions of the paper is that the experiments consider an ecological scenario (standing 
conversations) where more than two people are involved. This represents a problem because in this case 
distances are not only determined by the degree of intimacy, but also by the need of ensuring that every person 
can participate to the interaction. This leads to the emergence of stable spatial arrangements, the already 
mentioned F-formations, that impose a constraint on interpersonal distances and need to be detected 
automatically solely using unobtrusive computer vision techniques. Furthermore, not all distances can be used 
because, in some cases, they are no longer determined by the degree of intimacy, but rather by geometric 
constraints.  

Our approach is to consider only the distances between people adjacent in the F-formation and, unlike other 
works in the literature, the radii of the concentric zones corresponding to different degrees of intimacy are not 
imposed a-priori, but rather they are learned from the data using an unsupervised approach. This makes the 
technique robust with respect to the factors affecting proxemic behavior, like culture, gender, etc., as well as 
environmental boundaries. In particular, the experiments show how the organization into zones changes when 
decreasing the space available to the subjects and how the unsupervised approach is robust to such effect.  

Standing conversations are an ideal scenario not only because they offer excellent examples of proxemic 
behavior, but also because they allow one to work at the crossroad between surveillance technologies, often 
applied to monitor the behavior of people in public spaces, and domains like Social Signal Processing [7] that 
focus on automatic understanding of social behavior. All the presented techniques draws a path towards a new 
paradigm for analyzing social interactions where social signals can be extracted in unconstrained scenarios. This 
is expected to lead, on the long-term, to socially intelligent surveillance and monitoring technologies [8]. 
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Abstract 

Technology is becoming omnipresent in public spaces: from CCTV cameras to smart phones, and from large 
public displays to RFID enabled travel cards. Although such technology comes with great potential, it also 
comes with apparent (privacy) threats and acceptance issues. Our research focuses on realizing technology-
enhanced public spaces in a way that is acceptable and useful for the public. This paper gives a brief overview of 
the research that is aimed to unlock the positive potential of public spaces. This paper’s main focus is on the 
acceptance of sensor technology in the realm of tourism. The ITour project which investigates the potential and 
acceptance of using (sensor) technology and ambient media to collect, uncover and interpret data regarding 
tourists’ movements, behavior and experiences in the city of Amsterdam is particularly discussed as an example.  

Introduction 

Technology offers great potential for making public spaces more interesting, social, beautiful and effective [16]. 
However, the use of pervasive technology, such as sensors may sometimes be perceived as a violation of 
privacy, and large displays in public spaces might not always contribute to activities and needs of passers-by. 
Even more so, these can be perceived as useless or even annoying by some, instead of being a source of 
information or having social benefits. Thus, in order to fully realize this potential, examples are needed that are 
aimed to minimize the potential drawbacks and dangers that ambient technology withholds. For this purpose, the 
ITour project investigates the potential and acceptance of using (sensor) technology and ambient media to 
collect, uncover and interpret data regarding tourists’ movements, behavior and experiences in the city of 
Amsterdam. The goal of this data collection and interpretation is to provide tourists with better and more 
targeted (ambient media) services. It focuses on developing personas and visualizing user scenarios (using 
techniques such as photo-based storyboards) to explore and assess these in close collaboration with the targeted 
groups. 

ITour 

In 2010, the city of Amsterdam counted more than 5,000,000 tourist arrivals [10] and a tourism growth rate of 
14% compared to 2009 [11]. Indeed, according to its inhabitants and tourists Amsterdam is a highly rated city 
[14, 15], enabling visitors from all around the world to engage in all sorts of endeavors. Such activities range 
from visiting the vast variety of cultural and historical museums that Amsterdam has to offer, to canal cruising 
and attending art-exhibitions or concerts. Upcoming technologies, particularly sensor-mediated systems, have 
great potential to better identify and support such touristic activities and services. However, the wide range of 
tourists and possibilities make it difficult to determine the most suitable services to design and cater for, also 
from the perspective of the  stakeholders in the tourism sector. Therefore, the focus of this study is to identify the 
different potential users and investigate their behavior and activity patterns for designing and developing tourist-
targeted technology services. In order to increase understanding toward these new potential services, the 
potential end-users of such services are closely involved in the study process, through the creation and discussion 
of personas, (photo-based) user scenarios (such as [9]) and interviews with tourists and other stakeholders. 

Related work 

Research (e.g. [1,2,4]) has shown that various sensors in the environment can be utilized for mobile applications 
and guides that help supporting and personalizing the touristic experience. Sensors, such as GPS, electronic 
compasses and wireless networks, create the opportunity to determine the location of tourists, and as such, 
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enable personalized services on location. Research (e.g. [2-4]) suggests that offering such personalized services 
can be done within the real time-frame that tourists are undertaking activities, such as visiting a museum or an 
art gallery. Additionally, researchers (such as [5-8]) consider the data-mining of social media and other web 
platforms a viable basis for offering personalized information to tourists. Such data could subsequently be used 
to generate an overview of a tourist’s personal interests, needs and intentions with regard to undertaking 
activities in a foreign city such as Amsterdam. Thus, a large body of research has shown that there is a wide 
variety of ambient technology that could support tourists in undertaking their activities. However, when 
regarding such ambient intelligence –a vision that combines concepts of ubiquitous technology, intelligent 
systems, responsive environments and advanced user interfaces– and particularly its usage and privacy 
implications, developing applications that are suitable and accepted by tourists remains a challenge.  

There have also been a number of studies in various fields, which focus on evaluating user acceptance toward the 
use of technology. Some studies in  health care suggest [12,13] that despite the benefits of various technologies 
that are specifically designed to aid patients in their daily life, these applications fail in providing the desired 
results due to lack of acceptance by the user. Also acceptance of technology by health care professionals is 
considered [19] important to maintain a high quality of service provided by health care application. Acceptance 
of technology is also considered important in various educational settings [20,21] such as e-learning and 
traditional learning. Other interesting fields of study are Law enforcement [23] and predicting consumer 
behavior [22] with regard to acceptance and adoption of technology. 

Study 

General approach to gauge public’s needs and acceptance 

The general approach of our research is human-centered, in which the needs of the users and the acceptance of 
technology of public space is key. For this research purpose, data is collected in two ways: by hand and with 
sensors. We use a living lab approach where we place technology in a public space for a longer period, 
sometimes up to several years [17]. 

For the collection of data by hand, well-known techniques such as focus groups, interviews, observations and 
surveys are being applied. In some projects targeted instruments are being developed for instance for charting the 
activities and needs of users of a specific public space.  For the automatic collection of data we use technology 
such as interactive mats, RFID, GPS, computer vision, logging of touches of categories of information on a 
touch screen and social media. Furthermore, interactive models [18] are developed for discussing and visualizing 
the potential of ambient media.  

This data collection approach is aimed to serve different purposes. Firstly, systems such as public displays are 
made more intelligent and responsive by using sensors. Secondly, the software or services, such as services for 
tourists, studied by collecting and analyzing data are improved by humans based on the research results. And 
finally, the data is used for visualizations, for instance a visualization of people's moods on an interactive map.  

ITour study 

In order to address the goal of supporting Amsterdam’s tourist needs through utilizing (sensor) technology, the 
strategy is to: 

 Identify and categorize different sources of data with regard to touristic activities, so to generate an 
overview of the available sensors to collect these data, and of available and future services that can 
benefit from these data. 

 Develop (visual) scenarios for user-targeted and personalized ambient media, based on data that is 
acquired through a variety of available ambient sensors. 

 Discuss these scenarios with user groups in order to match the information and service needs of tourists 
with the generated data and to address acceptance and privacy issues.  
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 Investigate whether and in what way the collected data could be applied for understanding and 
supporting the needs of possible stakeholders, such as tourists and organizations in the tourist sector. 
The resulting knowledge could then enable companies and organizations in the tourist sector to enhance 
and improve their existing and future services. 

Engaging the targeted user group is considered key for the ITour project. Hence, a user-centered study (including 
interviews and the development and discussion of scenarios) is planned to be conducted to: (1) Gauge tourists’ 
acceptance issues toward the use of various ambient intelligence and technology, and (2) Clarify what kind of 
(sensor) technology is considered viable and desired for the purpose of gathering touristic data. 

The different types of data 

A data-driven approach is chosen for the purpose of creating an inventory of needs with regard to tourists and 
ICT-services in the tourist sector. Examples of the types of different data that can be collected are categorized as 
follows:  

 Data about movements of tourists: This kind of data depicts the movement pattern of tourists in 
Amsterdam. For instance; how does one transit from a hotel room to a museum nearby? What kind of 
transportation is used? What routes? In which order are they visiting different attractions in 
Amsterdam? 

 Data about activities of tourists: This data that can be acquired through the use of available 
information services (such as reservation and payment systems) in the city. Analyzing such data will 
create an impression of how these services are being used by the tourists in Amsterdam. This type of 
data includes, for example, the type of service that is used, the amount of time spent by tourists using 
the available services and the type of locations visited.  

 Data used to gauge the total amount of time spent in Amsterdam: a few interesting types of data are 
for example Hotel check-ins, check-outs and length of stay in hotels or other temporary 
accommodations.   

 Tourist demographics: Tourist demographics are also a valuable type of data. Via categorizing this 
type of data, one could better understand different types of tourists and their individual needs.  

 Data about tourists’ experiences: A few suggested methodologies for data collection with regard to 
experiences are; (1) Experience sampling through mobile phone applications; (2) Data-mining the social 
media and web applications, such as Twitter and Flickr, for mood and emotion sampling; (3) Using 
text-mining on tourist forums and social media to gauge people's opinion with regard to touristic 
Amsterdam; (4) Experience sampling on touristic locations via cameras and similar devices.  

Data segmentation, denoting the analysis and categorization of various tourist related data, could subsequently 
lead to more accurate understanding of creating (personalized ICT-) services. This could then catalyze more 
relevant and targeted communication between different stakeholders. In addition, segmentation of tourist data 
helps in constructing unique profiles of each tourist archetype based on their needs and characteristics.  

Discussion and Conclusion 

This paper presented the ITour project that investigates the employment of ambient intelligence for services for 
tourists. Research has shown the interesting potential of using (sensor) technology and ambient media to support 
tourism. However, to provide tourists with better, acceptable and more targeted services that use ambient-
intelligence, these need to be discussed and assessed with the user in mind. For this purpose, personas were 
developed, which  will be used for further user-centered study, including the development and discussion of 
desired scenarios. Such discussion is needed in order to fully understand the implications and requirements of 
ambient intelligence from the tourist perspective. Eventually, the presented study approach will lead to increased 
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understanding of people’s attitudes and privacy concerns when regarding ambient personalized systems so that 
better suited services can be offered. 
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